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Preface

The 16th Australian Conference on Artificial Intelligence (Al 2003) was held in
Perth, Western Australia for the third time (1990 and 1997 were the previous
dates). The remoteness of Perth resulted in a different approach to organizing
the conference, which all four of the publicly funded universities in Western
Australia combined resources to organize and run. It was held on the campus of
the University of Western Australia, which has a somewhat traditional campus
feel with on-campus accommodation and an environment conducive to academic
discussion and debate.

The conference was organized under the auspices of the National Committee
on Artificial Intelligence and Expert Systems of the Australian Computer Society
(ACS), the main body representing information technology in Australia. The
goal of the conference series is to promote the exchange of ideas and collaboration
across the different subdisciplines of artificial intelligence by serving as a forum
for the somewhat spatially separated researchers and practitioners in Australia
and the surrounding region.

Given the current climate in the world, it was marvelous to see so many pa-
pers submitted, especially as there are other conferences covering similar ground
in the region.

The conference could not have been a success without the contributions of
the sponsors, First, the National Committee on Artificial Intelligence and Expert
Systems, which provided substantial seed funding. Second, the four universities
that each contributed to the funds. And, third, the IEEE WA section, which
contributed the student prize.

We would like to take this opportunity to thank all the members of the or-
ganizing committee, especially for travelling across Perth to meet each other
regularly. We would also like to thank all the reviewers who unselfishly reviewed
many papers. This is a time-consuming process that is a vital part of the re-
search community’s activities, and a conference cannot function witheut this
peer-review process. We would also like to thank all the student volunteers and
others we haven’t mentioned for their contributions.

December 2003 Geoff West and Svetha Venkatesh



Introduction

AT2003 was the 16th in the series of annual conferences on artificial intelligence
held in Australia. This conference is the major forum for the presentation of
artificial intelligence research in Australia, and has traditionally attracted strong
international participation, a trend continued this year.

High quality papers make a conference a success. This volume is based on
the proceedings of AI 2003, Full-length versions of all submitted papers were
reviewed by an international program committee, with each paper receiving at
least two independent reviews. From the 179 submissions received, a total of 68
papers were accepted for oral presentation, and a further 19 for poster presen-
tation. This is an acceptance rate of 38% for oral presentation and 50% overall.
The full papers of all presentations are included in this volume.

In addition to the refereed papers, the conference featured a program of tu-
torials, and plenary talks by four invited speakers covering a number of the
subdisciplines of artificial intelligence. The speakers were: Kotagiri Ramamoha-
narao (University of Melbourne), Mohan S. Kankanhalli (National University
of Singapore), Claude Sammut (University of New South Wales), and B. John
Oommen (Carleton University, Canada).

We would like to thank the members of the Program Committee and the
panel of reviewers who produced some 400 paper reviews under time constraints.
Without your help, this conference could not have succeeded. In addition, we
are also grateful to Springer-Verlag for its support and collaborations.

December 2003 ‘ Tom Gedeon and Lance Fung
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Discovery of Emerging Patterns
and Their Use in Classification

Kotagiri Ramamohanarao and James Bailey

Department of Computer Science and Software Engineering
University of Melbourne, Australia
{rao, jbailey}@cs.mu.oz.au

Abstract. Emerging patterns are sets of items whose frequency changes
significantly from one dataset to another. They are useful as a means of
discovering distinctions inherently present amongst a collection datasets
and have been shown to be a powerful method for constructing accu-
rate classifiers. In this paper, we present different varieties of emerging
patterns, discuss efficient techniques for their discovery and explain how
they can be used in classification.

1 Introduction

Discovery of powerful distinguishing features between datasets is an important
objective in data mining. An important class of patterns that can represent
strong contrasts is known as emerging patterns. An emerging pattern is a set
of items whose frequency changes significantly from one dataset to another.
FEmerging patterns have been successfully used in constructing highly accurate
classifiers [19, 10, 20]. In particular, for predicting the likelihood of diseases such
as leukaemia [21] and discovering patterns in gene expression data [22].

As an example, consider the following database defined on six attributes:
(with all possible attribute values given in parentheses) Attrl (a,b,c), Attr2
(d,e, f), Attr3 (g, h, 1), Attrd (4, k,1), Attrd (m,n,0) and Attr6 (p,q,r).

The minimal emerging patterns in this dataset are sets of items which appear
in one class and not in the other (by minimal, we mean that no proper subset
of the items in the pattern should also be an emerging pattern). Inspecting the
table, we see that patterns appearing in Class 1 include {a,i}, {0, p}, and {b, g}
Patterns appearing in Class 2 include {f} and {k}. These patterns represent
very strong changes (zero frequency in one dataset and non-zero frequency in

Table 1. Sample Database

Class 1 Instances Class 2 Instances
{a7d7i7l707p} {07 d,i,l,O,’V‘}

{badvgvl707r} {a7fag7k707q}
{C, d: h: l7 0, T} {b7 d, h7j7 m,p}

T.D. Gedeon and L.C.C. Fung (Eds.): AI 2003, LNAI 2903, pp. 1-12, 2003.
© Springer-Verlag Berlin Heidelberg 2003



2 Kotagiri Ramamohanarao and James Bailey

the other) and they are given a special name to indicate this property - jumping
emerging patterns. Other useful, but less restrictive emerging patterns can also
be defined. e.g. Constrained emerging patterns are minimal sets of items which
oceur > « times in one class and < /3 times in the other. The set of items {d, o}
is such a pattern appearing in Class 1, for « = 3 and § = 1.

In this paper, we discuss the principal types of emerging patterns, and focus
on two principal issues

— Methods for Efficient Pattern Discovery: This is a challenge, especially for
high volume, high dimensionality datasets, since in the worst case, the num-
ber of patterns present in the data can be exponential.

— Classification Methods: Constructing emerging pattern classifiers requires
a number of different decisions to be made. What type of patterns should
be mined, which patterns should be used in classification and the how are
patterns weighted in the scoring function.

An outline of the rest of the paper is as follows. In section 2, we give some
necessary background and terminology. Section 3 focuses on jumping emerging
patterns and discusses their relationship to hypergraph transversals. Section 4
looks at more general kinds of emerging patterns. Section 5 examines algorithms
for efficient pattern mining and section 6 discusses how to use emerging patterns
in classification. In Section 7, we discuss related work and in section 8 provide
a summary and outline directions for future research.

2 Terminology

To help formally define emerging patterns, some preliminary definitions are re-
quired. Assume a dataset D, defined upon some set of attributes { Ay, Ao, ..., A, },
with each attribute A; in turn defined by some number of values, its domain
domain(A;). By aggregating all such domain values across all attributes, we ob-
tain all the items I = {domain(A;) U domain(Az2) U ... U domain(A,)}, in our
system. The dataset consists of a number of transactions, where each transac-
tion, T, is some collection of the items in the system e.g. T = {v1,va,..., v},
v; € domain(A4;). An itemset is some subset of a transaction. The support of
an itemset S in D is the number of transactions S occurs in - i.e. (countp(S)).
The relative support of S in D is the support of S divided by the number of
transactions in D. (countp(S)/|D|)). Assume two data sets D, (the positive
dataset) and D,, (the negative dataset). The growth rate of an itemset ¢ in
supportDy, (2)
supportDy, (i) *
C = (support(M) > «) is maximal if no proper superset of M satisfies C. An
itemset N satisfying a constraint C’ = (support(N) < () is minimal if no proper
subset of N satisfies C’. An emerging pattern e is minimal if the itemset e is
minimal.

An Emerging Pattern is an itemset whose support in one set of data differs
from its support in another. Thus a p Emerging Pattern, favouring a class of
data D, is one in which the growth rate of an itemset (in favour of D)) is > p.

favour of D), is defined as p = An itemset M satisfying a constraint
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This growth rate may be finite or infinite. In the case that the growth rate p is
infinite, we call the pattern a jumping emerging pattern (JEP) (i.e. it is present
in one and absent in the another). It is this kind of pattern we first focus on.

3 Jumping Emerging Patterns and Hypergraphs

Jumping emerging patterns (JEPs) are particularly interesting due to their abil-
ity to represent strong contrasts. Finding all JEPs in D,,, with respect to D,
requires discovery of all minimal itemsets which occur in at least one transac-
tion of D, and not in any transaction of D,,. It turns out that JEPs are closely
connected to a problem in the theory of hypergraphs, a topic which itself has
many applications in discrete mathematics and computer science.

One of the central questions in hypergraph theory is the problem of how to
compute the minimal transversals of a given hypergraph. Example application
areas related to this question range from minimal diagnosis and propositional
circumscription [27], to learning boolean formulae [18], boolean switching the-
ory [11] and discovering functional dependencies in databases [24].

The hypergraph minimal transversal problem is particularly significant from
a data mining perspective. Indeed, the algorithmic complexity of mining maximal
frequent itemsets and minimal infrequent itemsets is closely linked to the com-
plexity of computing minimal hypergraph transversals [6, 18]. Although there
has been considerable research in the data mining community with regard to
efficient mining of maximal frequent itemsets (e.g. [4, 7, 17]), the companion
problem of data mining of minimal infrequent sets is less well studied.

Infrequent itemsets are itemsets whose support is less than « in the dataset
being mined (where « is some threshold > 1). Minimal infrequent itemsets are
infrequent itemsets such that no proper subset is infrequent. They are closely
connected to JEPs. Consider the following example in table 2:

Suppose we are interested in finding jumping emerging patterns between
Class A and Class B. Then transactions in Class A contain the following JEPs:

Transaction 1 {b}
Transaction 2 {ce, cg,cj}
Transaction 3 {cj, fj, hj}
Transaction 4 {af,ah, fj, hj}

Table 2. Sample Dataset

Trans id A Class A Trans id B Class B

1 b,d,g,j 1 a,d,g.j
2 c,e,8,j 2 a,d,g,i
3 c,fh,j 3 c,fh,i
4 a,fh.j 4 a,e,g,j
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The relationship to hypergraphs is natural. A hypergraph is defined by a set
of vertices V.= {v1,va,...,0,} and a set of edges E, where each edge is some
subset of V. A transversal of a hypergraph is any set of vertices that contains
at least one element of every edge. A minimal transversal is a transversal such
that no proper subset is also a transversal

Each transaction ¢ in Class A can be thought of as inducing a hypergraph
with respect to all the transactions in Class B. The vertex set corresponds to
the elements of t. Hypergraph edges are individually defined by subtracting
a transaction in the negative dataset from the vertex set. So, for transaction
3={e f,h,j} in class A, we have a hypergraph with vertex set {c, f,h,j} and
edges:

Hyperedge 1 {c, f,h}
Hyperedge 2 {c, f, h, j}
Hyperedge 3 {j}
Hypedge 4 {c, f,h}

The three minimal transversals of this hypergraph are {cj, fj,hj}, which
correspond precisely to the JEPs listed above for transaction 3 in class A. They
also correspond to minimal infrequent itemsets within class B, using threshold
of @ = 1. Mining of JEPs in class A can thus be achieved by computing the
minimal transversals for each possible choice of ¢ in A.

There are several algorithms which can be used for computing minimal
transversals. With respect to the data mining context, most of these techniques
do not perform efficiently in practice. In particular, there is a performance gap on
high dimensional datasets, that have a huge number of relatively short patterns.
In section 5, we discuss some techniques to address this issue.

4 The Emerging Pattern Landscape

An emerging pattern (EP) has been defined as an itemset that has some specified
growth rate p.

If we further specify thresholds o and 3, we can also define another type of
pattern, called a constrained emerging pattern (CEP). This is a minimal item-
set ¢ satisfying the following two conditions: i) supportD, (i) > « instances, ii)
supportD,, (i) < @ instances. Clearly, by setting 5 = 0, CEPs reduce to JEPs.
By having a no-zero value of 3, however, greater robustness to noise can be
achieved, with (hopefully) little sacrifice in discriminating power

An advantage of JEPs was that they represent very sharp contrasts be-
tween D, and D,,. Their disadvantage is that low quality datasets may contain
an abundance of low support JEPs and few high support JEPs. This is because
the requirement that a JEP never occur within D,, is often too strict. Strong
inherent features of D, sometimes do appear within D,,, due to the presence of
noise or recording errors. Such features do not qualify as JEPs and hence would
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Fig.1. Space of Emerging Patterns

not be found in JEP discovery, a potentially serious problem when using JEPs
as the basis of a classifier.

Unlike JEPs, EPs may occur within D,,, provided the growth rate threshold
p is satisfied. Hence, they are potentially more stable and resistant to noise. The
disadvantage, though, is that the contrasts may no longer be as ‘sharp’. e.g.
An EP with p = 5 could have supportD, = 100 and supportD,, = 20, values
which arguably do not discriminate as sharply between D, and D,,, as a JEP of
supportD, = 50. Indeed, in practice, our experience is that JEP-based classifiers
are superior to EP based classifiers for exactly this reason.

Figure 1 illustrates the support plane for EPs, JEPs and CEPs. JEPs occupy
the x-axis from O to D. EPs occupy the trapezoid ABDE, while CEPs occupy the
shaded rectangle ABDC. CEPs can thus be viewed as occupying an intermediate
space between the entire set of EPs and those JEPs that lie on the BD axis

Other varieties of emerging patterns can also be defined, by incorporation of
further constraints. One example is “interesting emerging patterns” [14]. These
are similar to constrained emerging patterns, but additionally need to satisfy an
interestingness constraint, specified using a chi-square statistical measure.

5 Efficient Pattern Mining

We now briefly describe techniques for mining i) JEPs, ii) CEPs and iii) General
EPs. In general this is a very challenging problem, since if the dimensionality of
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the datasets is n, then the search space is 2”. For large n, it is prohibitive to
examine this exhaustively and more sophisticated methods are required.

As discussed in section 3, mining JEPs with respect to a single transaction
from D,,, corresponds to the problem of enumerating the minimal transversals
of a hypergraph. We have developed a partitioning algorithm [3], which per-
forms this task faster than any other algorithms we are aware of. The idea is
to recursively partition the input hypergraph into a set of smaller, manageable
hypergraphs, which can then have their minimal transverals enumerated by an
optimisation of the well-known method of Berge [5].

Of course JEPs must be mined from every transaction in D,,, not just a single
one. One method is to just iterate through every transaction in D,, and solve the
corresponding hypergraph problem to obtain the complete result. It is possible
to improve on this, however, by use of a tree structure to store the transactions
in D, and D, [1]. This allows transactions in both D, and D,, to overlap, thus
reducing the number of separate hypergraph problems which need to be solved.

CEP mining can be accomplished by an extension of JEP mining. Step i) is
to represent both the positive and the negative datasets being mined in terms
of their border descriptions. Step ii) is to mine the CEPs by operating on the
relevant borders.

Step 1 constructs two borders. One representing the positive dataset, such
that only those (maximal) itemsets with support > « are present and the other
border representing the negative dataset with maximal itemsets having support
> (. Finding these borders can be achieved by utilising a maximal frequent
itemset generator (e.g. any of [4, 7, 17]). Once the borders are computed, the
method for mining JEPs can then be applied to gain the desired patterns in
step ii). i.e. Finding all minimal itemsets which occur in the positive border and
are absent from the negative border. Observe that each pattern output from this
process satisfies the original user specified support constraints.

Efficient mining of general EPs (defined using just a nonzero growth rate p)
appears difficult. Work in [28] employed a set-enumeration tree [28] and optimi-
sations similar to the MaxMiner algorithm [4]. Another possibility is to mine sets
of CEPs for different values of o and (3 and then conduct a post-pruning step
to check whether the growth rate p is satisfied. This is an incomplete method,
since some EPs may not be discovered. Another incomplete EP mining method
is presented in [12], where a set enumeration tree is built and patterns are only
mined to a certain depth in the tree.

5.1 Incremental Maintenance of JEPs

Efficient algorithms for mining JEPs should aim to avoid having to completely
re-do computation, if small changes are made to either the positive dataset D,
or the negative dataset D,. Assuming that the changes to D, and D, are
small compared to the volume of the old data, it is likely that many of the
JEPs will remain valid. Incremental maintenance techniques aim to avoid ex-
pensive re-computation by efficiently making use of the previous set of EPs.
Work in [20] gives efficient incremental maintenance rules for i) Inserting new
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instances into D, ii) Inserting new instances into D,, iii) Deleting instances
from D, and iv) Deleting instances from D,,. Cases where an item is deleted or
new item is inserted are also examined.

6 Classification with Emerging Patterns

We now discuss how a set of emerging patterns may be used in classification. We
do not present any experimental results, but work in [2, 12, 14, 13, 19, 22, 10, 20]
attests to the high accuracy of classifiers which can be built.

First assume that all continuous attributes from the datasets have been dis-
cretised. Our method of choice is the entropy technique from [15].

6.1 Support Aggregation

Suppose we have two dataset classes Dy and Do and assume that the (minimal)
EPs have been mined for each of them. Let the set of EPs for D; be E; and the
set of EPs for Dy be Es. Now given a test instance ¢, for which we need to assign
a class label, we generate a new set F’, which contains all patterns from E;
that are a subset of ¢. Similarly generate the set Ej5. A score is now calculated
for each of the classes. The score for D; is the sum of the individual relative
supports for each EP in FEf. Similarly for Dy. The test instance is assigned
a label corresponding to the class with the higher score.

If there are more than two classes, then the procedure is similar. If the classes
are D1, Do, ... D,, then the EPs for class D; are found by comparing D, against
the (negative) dataset Dy U D3 U ...D,. The EPs for class D3 are found by
comparing D3 with respect to the (negative) dataset D1 UDoUD4UDs ... .UD,,
etce.

Observe that in the simple aggregation method, the impact of each individual
EP is equal to its relative support. Classifiers that use simple aggregation were
discussed in [19, 10].

6.2 Bayesian Scoring

Although easy to implement, using simple aggregation to compute a class score
is not based on any solid statistical foundation.

A way of attacking this problem is to use a scoring function based on Bayes
theorem, which says that the chosen class should be the one which maximises

P(GI|T) = P(T,C;)/P(T) = P(C)P(T|C;)/ P(T)

where Cj is the class label, T' = {ajaz .. . a, } is the test case, P(Y|X) denotes
the conditional probability of Y given X and probabilities are estimated from the
training sample. Since classification focuses on prediction of a single class, the
denominator P(T") can be ignored, since it will not affect the relative ordering of
classes. Since it is very difficult in practice to calculate the probability P(T, C;),
one must use approximations.
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The approximation used here incorporates the use of a set of emerging pat-
terns to derive a product approximation of P(T,C;), using the chain rule of
probablhty f)()(l,)(g7 PPN ,Xn) = P(Xl)P(X2|X1) .. P(Xn‘Xl, PPN ,Xn_l). The
product approximation of the probability of an n-item itemset ¢ for a class C;,
contains a sequence of at most n subsets of T', such that each itemset contains at
least one item not covered in the previous itemsets. e.g. Consider a test instance
T = {a1aza3a4a5} and a set of emerging patterns contained in the test instance
B = {{a1,az2,a3},{as,as},{as,as},{a1,a4,a5}}. The approximation using this
set B of EPs is P(C;)P(a1a2a3|C;)P(as|a2C;)P(as|lasC;). The product approx-
imation is created by adding one EP at a time until no more EPs can be added
(either all the items of the remaining EPs are already covered or no more EPs
are available). The probabilities P(ajaz2a3|C;), P(as|a2C;) and P(a4|asC;) are
then computed from the dataset.

Of course the order in which EPs are added will affect the resulting approx-
imation. Adding in order of support is advantageous, since greater support is
likely to mean greater reliability of the resulting factor in the approximation.

A Bayesian approach to emerging patterns is described in [13], which in turn
is based on the large Bayes classifier from [25].

6.3 Pairwise Classification

Although JEPs and CEPs have good classification performance on two class
problems, their performance for multi-class problems is less impressive [2]. The
crucial observation here is that EP-based classifiers seem inherently designed
for dealing with two-classes, because multi-class problems get collapsed into two
class ones, as earlier described.

To overcome this, it is possible to employ a pairwise technique. Suppose
there are n different classes. The pairwise mechanism sees an n(n — 1)/2 number
of mining operations (one for each pair), replacing the n number that would
normally be performed. For each pair, a winner is determined using a scoring
function (e.g. simple aggregation). Following this process, each class has a tally
of wins in its favour. The class with the highest number of wins is assigned to
the test case. Discretisation is performed for each pair of classes, rather than
once at the beginning.

Employing this pairwise strategy greatly improves classification accuracy in
such multi-class scenarios. This appears to be because success of each class D,
in generating patterns is related to the negative dataset (D,,). If these sets are
similar, a small number of patterns will result. If the negative set size far exceeds
the positive set size, few patterns will be generated. Having more balanced pairs
of D, and D,, means that a greater number of EPs can be generated.

6.4 Lazy Classification

The classifiers so far discussed have been eager. i.e. They do a once only compu-
tation of all the EPs and then use them if they are contained within the given
test instance t. In contrast, it is also possible to compute EPs in a lazy fashion,



Discovery of Emerging Patterns and Their Use in Classification 9

based on knowledge of the test. This results in better classifier accuracy, since
discretisation can now be targeted towards the test instance [20].

Assume the sets D, = {M;i,...,M,,} and D,, = {N1,No,...,N,} and as-
sume continuous valued attributes have not been discretised. Consider a fixed
test instance t. The following steps are used

— Take the intersection of each training instance with ¢, namely t N My, ..., tN
M, and t N Ny,...,t N N,. This operation is equivalent to removal of irrel-
evant training values.

— Select the maximal itemsets from {t N M, ..., ¢ N M,,} and similarly from
{t N N1,...,t N Ny, }. Denote the former collection of maximal itemsets as
maxg,, and the latter as mazp, .

— Find all JEPs in mazp,, and sum their relative supports to get a score for
Class 1. Similarly find all JEPs in maxg, and sum their relative supports
to get a score for Class 2.

Intersection is performed as follows. Assume atir, is a continuous valued
attribute having domain [0, 1] (if not, it can be scaled into this range). Given
a training instance s, t N's will contain the attr, value of ¢, if the attr, value
of s is in the neighbourhood [x; — o, 21 + ], where z; is the attribute value
for t. The parameter « is called the neighbourhood factor, which can be used
to adjust the length of the neighbourhood. Experiments have shown 0.12 to be
a suitable value in practice.

7 Related Work

The concept of emerging patterns was first introduced in [3]. Jumping emerging
patterns appeared first appeared in [19, 9] and constrained emerging patterns
in [2].

Classification has a long history and their exist a multitude of machine learn-
ing algorithms for it. In this paper, we have only focused on emerging pattern
methods for classification.

The CBA classifier [23] uses association rules for classification that can be
interpreted as being a kind an emerging pattern. Rules must satisfy a minimum
threshold (typically 1% relative support) and a minimum confidence (typically
50%). Translated into our framework, this would mean mining all emerging pat-
terns having minimum relative support in D, of 1% and maximum relative
support of 8 in D,,, where § < a. This constraint on the § value is much more
permissive than what is used in the CEP classifier in [2], which uses the low
value of = 1.

Pairwise classification was discussed in [16], where it was applied to a number
of classifiers and was seen to result in increased accuracies on some datasets.
It was also observed that the gains achieved were roughly proportional to the
number of classes. This is in line with our reported results in [2].

Emerging patterns are similar to version spaces [26]. Given a training set of
positive instances and a set of negative instances, a version space is the set of
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all generalisations that each match (or are contained in) every positive instance
and no negative instance in the set. Therefore the consistency restrictions with
the training data are quite different for JEP spaces.

8 Summary and Future Work

In this paper, we have examined a number of kinds of emerging patterns and
described techniques for using them in classification and methods for efficiently
mining them. Future research directions include i) Methods for discovery of the
top k EPs, ranked by support. ii) Further developing an understanding of the
foundations of EPs and their relationship to other structures in logic and machine
learning.
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Abstract. RoboCup is an international robot soccer competition that
has been running since 1997. A frequent criticism of any such competition
is that all of a team’s development is narrowly focussed on a very spe-
cific task and consequently, little contribution is made to science. In this
paper, we describe our involvement in the RoboCup four-legged robot
league and show how the competition has, indeed, resulted in contribu-
tions beyond robot soccer. We describe innovations in vision, localisation
and locomotion. In particular, we discuss the stimulus that RoboCup has
given to system integration and cooperative behaviour between multiple
agents.

1 Introduction

The RoboCup competition was created to provide an incentive for researchers to
work, not only on specific problems in robotics, but to build integrated systems
to solve a very complex but well-defined problem. However, a frequent criticism
of any such competition is that all of a team’s efforts are narrowly focussed
on shortcuts for winning games and consequently, little contribution is made
to science. In this paper, we suggest that the answer to the question: “is robot
soccer science or fun and games”, is “it’s both”.

The benefits of the competition are evident in the progress from one year to
the next. The competitive nature of the research has forced participants to eval-
uate very critically their methods in a realistic task as opposed to experiments in
a controlled laboratory. It has also forced researchers to face practical hardware
and real time constraints. In particular, there are very few domains in which
such strong emphasis is placed on multi-agent cooperation. Despite the serious
nature of the scientific endeavour, the “fun” aspect of RoboCup is important as
a way of encouraging bright students into robotics and Al.

In this paper, we will describe the involvement of the rUNSWift team in the
RoboCup four-legged robot league and the innovations that have resulted in vi-
sion, localisation, locomotion and cooperative multi-agent behaviour. Hopefully,
this will answer the question of whether there is science in RoboCup. The work
described has been the accumulated effort of UNSW teams from 1999 to 2003

* The work described here is the collective effort of successive UNSW RoboCup teams
since 1999. All the team members are listed in the acknowledgements.

T.D. Gedeon and L.C.C. Fung (Eds.): AT 2003, LNAI 2903, pp. 12-23, 2003.
© Springer-Verlag Berlin Heidelberg 2003
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and, in 2003, jointly with NICTA. The participation of all team members is
gratefully acknowledged. They have been finalists in all five years of the official
RoboCup competition! and three times world champions, including 2003.

AT has often suffered from either attempting to tackle problems that were
overly ambitious or else using toy problems that have been simplified to the ex-
tent that the real problems have been removed. Although robot soccer is a highly
constrained domain, it is, nevertheless, sufficiently complex that it preserves
most of the central problems of robotics. It seems to have struck a good balance
between complexity and attainability. Furthermore, the rules of the competi-
tion adapt, each year, introducing more challenges as teams come to terms with
previously unsolved problems.

For a mobile robot to operate effectively it must be capable of at least the
following:

— perceive its environment through its sensors;

— use its sensory inputs to identify objects in the environment;

— use its sensors to locate the robot relative to other objects in the environ-
ment;

— plan a set of actions in order to achieve some goal;

— execute the actions, monitoring the progress of the robot with respect to its
goal;

— cooperate with other agents that have a the same goal and thwart the efforts
of opponent agents.

Robot soccer requires a solution to all of these problems. Most importantly,
they must be integrated into a complete system that must operate in real-time
in a highly dynamic environment. So the solutions must be practical and robust.
In the following sections, we first describe the robot soccer competition and then
discuss how we have approached each of the above problems.

2 The Four-legged Robot League

The four-legged robot league is one of several leagues that currently form the
RoboCup competition. In some leagues, the teams are required to design and
build the robot hardware themselves. In the case of the four-legged robot league,
all teams use the same robotic platform, manufactured by Sony. Since all teams
use the same hardware, the competition is based on a combination of a team’s
creativity in programming and also its discipline in making it work reliably.
The robot used in the four-legged league Sony’s AIBO. Although designed
for the entertainment market, this robot is quite sophisticated. The model ERS-
210A robot, used in 2003, has an on board MIPS R5200 384MHz processor,
176x144 colour CMOS camera, accelerometers, contact sensors, speaker and
stereo microphones. Each of the four legs has three degrees of freedom, as does

1 A demonstration competition run in 1998, won by CMU. The principal team mem-
ber, Will Uther, is now with NICTA.
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Fig.1. The RoboCup playing field

the head. Programs are written off-board in C++ and loaded onto a memory
stick that is inserted into the robot. All of Sony’s ERS robots run a proprietary
operating system called Aperios, which provides an interface for the user-level
programs to the sensors and actuators.

Four robots make a team, with one usually being designated the goalie. The
field for in the four-legged robot league is shown in Figure 1. It has an angled
white border designed to keep the ball within the field. The game ball is coloured
orange and the two goals are coloured yellow and blue. The field also contains six
coloured landmark poles to aid the robots in localising themselves in the field.
In front of each goal there is the penalty region that only the goalie is allowed
to defend.

Games are 10 minutes per half. The robots from each team wear “uniforms”
that are red of blue stickers. The blue team defends the blue goal and the red
team defends the yellow goal. Teams sides at half-time and also swap colours.
Because colour recognition can be quite difficult, as we well see in the next
section, a team may play better as one colour or the other, so to even out this
effect, team colours are swapped.



Robot Soccer: Science or Just Fun and Games? 15
3 Vision

3.1 Colour Classification

A colour camera is the robot’s primary sensor. The ERS-210A, has a 176x144
resolution camera mounted in the “snout” of the robot. This delivers 25 frames
per second. The information in each pixel is in YUV format, where Y is the
brightness and U and V are the colour components. Since all the objects on the
field are colour coded, the aim of the first stage of the vision system is to classify
each pixel into the eight colours on the field: orange for the ball, blue and yellow
for the goals and beacons, pink and green for the beacons, light green for the
field carpet, dark red and blue for the robot uniforms.

Despite the large amount of activity in digital camera technology, the recog-
nition of colours remains a difficult problem and is an area in which RoboCup
has made a significant contribution. The main difficulty in colour recognition is
that the characteristics of the light source have a major influence on how a cam-
era detects colour. Therefore, we need a vision system that can be easily adapted
to new surroundings. One way of doing this is by training the vision system to
recognise colours, given samples of images from a particular environment.

The first step is to take sample images of different objects at different loca-
tions on the field. Then for each image, every pixel is classified by “colouring in”
the image by hand, with the help of a custom painting tool. All these pixels form
the set of training data for a learning algorithm. Each pixel can be visualised as
a point in a 3 dimensional space, as shown in Figure 2(a).

Figure 2(b) shows the regions grown by Quinlan’s C4.5 decision tree learning
program [3]. C4.5’s input is a file of examples where each example consists of
a set of attribute values followed by a class value. In this case, the attributes
are the Y, U and V values of a pixel and the class value is the colour manually
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Fig.2. Using C4.5 to learn to recognise colours
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assigned to that pixel. C4.5 turns the training data into a set of classification
rules that should be able to determine the colour of a new, unclassified pixel.

Although colour classification with C4.5 generated decision trees has proved
to be quite reliable, the disadvantage of this approach is that it requires quite
a lot of manual labour to collect and label the sample images. This means that
it takes time to recalibrate if conditions change, for example, of crowds around
the field cast shadows, etc. Therefore, it is desirable to further automate colour
calibration. Recently, Cameron and Barnes [1] have developed a method for using
the constraints of the field to suggest the colour of region, without requiring
human assistance. Unsupervised learning, using clustering techniques may also
help to automate colour recognition.

3.2 Object Recognition

Once colour classification is completed, the object recognition module takes over
to identify the objects in the image. The possible objects are: the goals, the
beacons, the ball and the blue and red robots. A blob formation algorithm links
neighbouring pixels of the same colour in the image to form blobs. Based on the
blobs, we identify the objects, along with their distance, heading and elevation
relative to the camera and the bas of the neck of the robot.

Objects are identified in the order: beacons first, then goals, the ball and
finally the robots. Since the colour uniquely determines the identity of an ob-
ject, once we have found the bounding box around each colour blob, we have
enough information to identify the object and compute its parameters. Because
we know the actual size of the object and the bounding box determines the ap-
parent size, we can calculate the distance from the snout of the robot (where
the camera is mounted) to the object. We also calculate heading and elevation
relative to the nose of the robot and the bounding box’s centroid. However to
create a world model, needed for strategy and planning, measurements must
be relative to a fixed point. The neck of the robot is chosen for this purpose.
Distance, elevations and headings relative to the camera are converted into neck
relative information by a 3D transformation using the tilt, pan, and roll of the
head.

While giving objects unique colours makes object recognition much easier
than in a completely unconstrained vision problem, there are still many subtle
difficulties to be overcome. For example, every beacon is a combination of a pink
blob directly above or below a green, blue or yellow blob. One side of the field
has the pink on the top of the colour in the beacons, while the other has it below.
The beacons are detected by examining each pink blob and combining it with
the closest blob of blue, yellow or green. This simple strategy works most of the
time but fails occasionally. When the robot can just see the lower pink part of
a beacon and the blue goal, it may combine these two blobs and call it a beacon.
A simple check to overcome this problem is to ensure that the bounding boxes
of the two blobs are of similar size and the two centroids are not too far apart.

Over the years of that we have been competing, the vision system has ac-
cumulated a large library of such situation-specific heuristics. Knowledge-based
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image understanding seems to be a requirement for a reliable vision system.
However, like all knowledge acquisition tasks, we have the problem of building
a consistent and reliable set of heuristics. It is very easy to add new rules to the
knowledge base that interfere with previous rules. Discovering such interactions
is difficult because they might occur in only a few frames, remembering that the
camera images are processed at 25 frames per second. If a heuristic triggers in-
correctly at a crucial moment, for example, while attempting to grab the ball for
a kick, its effects could be serious. For this reason, most teams create debugging
tools for monitoring image processing. Since each robot has on onboard wireless
LAN card, it is possible to transmit debugging information to another computer.
We currently have a semi-automated system for capturing the firing of heuristics
and checking them against the desired result. An obvious improvement will be
to apply machine learning.

To achieve reasonable performance, most “real-world” applications of
robotics require a lot of task-specific engineering. Thus, any method that can help
in automating the acquisition of domain knowledge is of interest. The RoboCup
environment, once again, provides a challenging, but bounded, test bed for such
work.

3.3 Line Detection

RoboCup imposes a very strict discipline on the implementor. Being a fast mov-
ing game, it is important that the robots are able to process incoming sensor data
and make decisions as quickly as possible. It is usually preferable to compromise
on the amount of processing done so that the system can keep up with the frame
rate of the camera. For this reason, we try to find the simplest image processing
operations that yield enough information to be able to play effectively. Of course,
how much processing we can afford changes as hardware improves. However, the
real-time constraints force us to develop very efficient algorithms, which often
requires some radical rethinking of how something should be done.

A recent addition to the robot’s repertoire, thanks to a faster CPU, is the
detection of lines such as the field boundaries, centre and goal lines. In the early
stages of development, we attempted to use well-known techniques such as the
Hough Transform. However, this provided to be both time consuming and not
well-suited to the task for which it was intended, namely, helping to localise
the robot on the field. After much experimentation, another knowledge-based
method was used. Knowing the lines that ought to be visible on the soccer field,
the system collects edge-points and attempts to map them onto the lines that
should be in the robot’s field of view, assuming it has a rough idea of where it
is. There are usually several candidate lines. One is chosen according the which
mapping has the smallest error.

One might argue that such domain-specific methods are of little general use
and therefore, the scientific merit robot soccer is diminished. On the contrary, we
believe that to achieve adequate performance in practical tasks, domain specific
knowledge is essential. Our challenge is to understand this kind of knowledge
and develop ways of learning domain-specific methods.
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4 Localisation

A common problem in mobile robots of all kinds is localisation, that is, maintain-
ing an accurate estimate of its position. The most complex form of the problem
requires the robot to build a map of an unknown environment while simultane-
ously locating itself within the map. In robot soccer, this is simpler because we
have exact measurements of the field. Even given an accurate map, it is still not
straightforward to localise since all sensory data are inherently noisy. Another
important variant of the localisation problem occurs when there are several agent
that can share information. In principal, sharing information should improve lo-
calisation, but since no robot knows its exact location and all sensors are noisy,
how can the diverse streams of information be merged? This is the problem of
distributed data fusion.

Information from the robot’s vision system, as well as odometry from the
locomotion module, are combined to create a world model. Since the dimensions
of the field are known in advance, the world model is constructed by placing
the mobile objects on a map of the field. As objects are observed to move, their
positions in the map are updated. However, since observations can be inaccurate,
the update must be done cautiously. We use a method based on the Kalman
filter [2], which maintains as estimate of the error in the current position.

One of the innovations in 2003 was to combine information from objects
recognised by their colour with the new line detections algorithms described
earlier. There are situations in which localisation based on edges is more accurate
than by using landmarks. The ball often strays to the field boundaries or into
the corners. When a robot approaches either area, it very often loses sight of
the landmarks and soon loses localisation. It gets lost. In such cases, we use line
detection as a backup. Being somewhat more expensive to execute, line detection
is used sparingly. While our method of line detection was the most accurate to
appear in the 2003 competition, the German Team developed a method that
was faster and therefore could be used more frequently. Arguably, they made
the better trade-off between speed and accuracy.

Figure 3 shows a snapshot of the world model being maintained by one of
the blue robots during a game. The ellipses around the objects indicate the size
of the error in z and y while the shaded sector indicates the error on heading of
the robot. As long as the robot has sight of at least two coloured landmarks, its
position estimate will be quite accurate. Since distance is estimated by the size
that an object appears in an image, distance to landmark is usually less accurate
than the robot’s angle, relative to the landmark, hence the elliptical shape of
the error estimate.

During a game, each robot on the field receives information from every other
robot. This means that a robot must reconcile the world models of all three
other robots and its own. Each robot maintains an additional, wireless model
that is a representation of the world as given by a robot’s team mates. It is kept
separate from the robot’s own world model. We associate with each team mate
a variance which represents our confidence in the accuracy of the information
from that robot. The variance of an object in the wireless model is the sum of
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Fig.3. The world model

the team mate’s variance, the object’s variance, as believed by the team mate,
and a small variance for the latency over the wireless network.

The general problem of distributed data fusion remains a major challenge for
multi-agent systems. Among the problems to be solved is in combining several
world models how do we know that if they refer to the same object. For example,
Figure 4, shows two world models on the left. One robot is aware of two red robots
and one blue robot. The other is aware of three red robots and one blue robot.
Our present solution is a heuristic. If all the supposed robots are placed in one
world model, where the variances of two robots overlap, they are combined into
one.

Once the information is merged, the best (lowest variance) four robots of
each colour are stored in the wireless model. The same process is also applied to
combine information for balls. In this case, only the best ball is selected. In the
wireless model, three extra robots are also stored. These describe the location
of the team mates according to their own belief.

The solutions to the distributed data fusion problem being developed for
robot soccer are relevant to other applications. Another competition in RoboCup
is concerned with rescue. Teams in the rescue league construct robots that are
intended to search through collapsed buildings and similar dangerous environ-
ments, searching for survivors and delivering aid. Because of the complexity of
the environment, this presents many problems that are avoided when moving
about a soccer field. However, any real rescue operation will involve multiple
robots, possibly of different construction. They will have to share information to
coordinate their efforts and they will have to decide on the identity of objects
just as described above. The techniques being tested in the soccer competition
for this problem, and others, will carry across to the more socially relevant tasks
such as rescue.
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5 Locomotion

In RoboCup, speed is crucial. The team that is able to reach the ball first, usually
wins. Speed results from a combination of fast and reliable vision, localisation,
decision making and, obviously, locomotion.

Although Sony provides a library of walking routines with the Aibo, these
are not designed for playing soccer and lack the speed and manoeuvrability
needed to play effectively. UNSW’s 2000 team [1] wanted to be able to drive
the robots as if controlled by a three degree of freedom joystick. That is, the
robot should be able to travel in any direction, regardless of which way it was
facing. To achieve this, they devised a parameterised walk. The paw of each leg
described a rectangle as it moved. A particular kind of walk or turn could be
specified by giving the dimensions and orientations of the rectangles. The joint
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Front locus
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Fig.5. The robot’s paw describes a quadrilateral. The robot’s walk can easily
be changed by adjusting the dimensions and orientation of the rectangle

angles are automatically computed by inverse kinematics. This innovation was
such a success that the team never had less than double digit scores in its games.

Each year, teams publish reports on their efforts, usually accompanied by
source code. In subsequent years, almost all of the teams adopted the “UNSW
walk”. As a result of this sharing of ideas, the standard of the league has steadily
risen, putting pressure on the leading teams to make further leaps forward.
To improve the speed of the robot, the team re-examined the parameterised
walk. Perhaps there were trajectories other than a rectangular path that would
allow the robot to walk faster or more smoothly? Min Sub Kim and Will Uther
employed an optimisation algorithm to try to discover a better walk. During
the 2003 competition, a robot could be seen pacing back forth across the field,
collecting data for the optimisation. At the end of the process the walk was 10%
faster than any other teams and also smoother, making the camera shake less.
The trajectories found by the optimisation are shown in Figure 5.

The process began with an initial rectangular trajectory. During the process
of learning to walk faster, the corner points were shifted to obtained a more
efficient walk. Previously, front and back legs had followed the same path, but
through learning, it was discovered that having different trajectories improved
the walk.

6 Game Play Behaviours

Developing game playing behaviours involves lengthy and painstaking work test-
ing and tuning different skills for approaching the ball, kicking, handling special
cases such as when the robot is against the field boundary, etc. These skills are
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described in detail in reports available online?. In this section we discuss the
importance of developing strategies that are robust.

No matter how good the robot’s skills are, it will inevitably fumble the ball.
Opponent robots (end even friendly robots) are constantly attacking the ball so
even if the ball handling skills do not fail, something unexpected will happen
because of the interaction with other robots. One of the most important lessons
that students entering the project learn is that they must program for when
things go wrong. An example of this kind of “fault tolerant programming” can
be seen in the cooperative behaviour of the rUNSWift forwards.

The three forwards are dynamically assigned the roles of: primary attacker,
supporter and wide supporter.

— The primary attacker is the robot closest to the ball that is heading towards
the opponent goal. Its job is to take the ball towards the goal and if it is not
being challenged by opponents, it may shoot for goal.

— The supporter is the next closest robot. It follows the ball, but backs away
from the primary attacker so as not to interfere with it.

— The wide supporter stays on the side of the field opposite to where the ball is.
When the ball is nearer its own half, the wide supporter adopts a defensive
role. It is prepared for the ball popping into the clear so that it can move
the ball up field. When the ball is close to the opponent goal, it will move
in, ready for a cross from its team mates.

As the ball moves around, these roles change dynamically. For example, if the
primary attacker loses the ball behind it, the supporter will move in and become
the primary attacker, while the other two robots reassign themselves depending
on their proximity to the ball.

The effect of these roles, as observed during the 2003 competition, was to
create a wave of attacks. The first robot, as primary attacker would move the
ball towards the opponent goal. If it lost the ball, a second robot would take
over, moving the ball closer. If it also lost the ball, the third robot was nearby
to finish off the goal. Thus, by providing constant backup to team mates, the
rUNSWift team mounted an attack that almost always ended in a score.

A potential weakness of the rUNSWift strategy was that in being very ag-
gressive, it could leave the goalie on its own to defend. However, no opponents
could take advantage of this until the final against the University of Pennsylva-
nia team. Their robots were programmed with a very powerful kick that could
take the ball from an opponent and move the ball far down field. They also had
another player positioned to attack when the ball came its way. The final settled
into a pattern of rUNSWift attacks and UPenn counterattacks.

Fortunately, we had anticipated this as a possibility. The wide supporter was
programmed so that if the ball got behind the rUNSWift attackers, it would
execute a fast “run” back and circle behind the ball to block the opposition’s
attack. Nevertheless, the game was very close one, ending 4-3 in rTUNSWIft’s
favour.

2 http://www.cse.unsw.edu.au/ robocup
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7 Conclusion

As the average quality of the teams improves each year, we are seeing more
close games that may be won or lost because of relatively small differences. We
are also, seeing a shift from gaining an advantage from better low-level skills
to trying to gain the upper hand through cooperation and strategy. As these
trends continue, we learn more about how to create robust behaviour, how to
anticipate potential weaknesses and how to prepare for the unexpected. All of
these are excellent training for applications of robotics in a wide variety of tasks
outside of competitions.

The RoboCup four-legged robot league has been a source of many interesting
research problems for robotics and artificial intelligence. In succeeding years, the
rules of the game are changed to introduce new challenges and gradually move
the game closer to human soccer. The official aim of the RoboCup federation
is, by 2050, to have a humanoid robot soccer team that can take on, and beat,
the human world champions. The unofficial, and much important aim, is that as
a side effect of the grand challenge, the competition will advance robotics and
AT to benefit science and society in many practical ways.
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Abstract. We consider the problem of a learning mechanism (robot,
or algorithm) that learns a parameter while interacting with either a
stochastic teacher or a stochastic compulsive liar. The problem is modeled
as follows: the learning mechanism is trying to locate an unknown point
on a real interval by interacting with a stochastic environment through
a series of guesses. For each guess the environment (teacher) essentially
informs the mechanism, possibly erroneously, which way it should move
to reach the point. Thus, there is a non-zero probability that the feed-
back from the environment is erroneous. When the probability of correct
response is p > 0.5, the environment is said to be Informative, and we
have the case of learning from a stochastic teacher. When this probability
is p < 0.5 the environment is deemed Deceptive, and is called a stochastic
compulsive liar.

This paper describes a novel learning strategy by which the unknown pa-
rameter can be learned in both environments. To the best of our knowl-
edge, our results are the first reported results which are applicable to
the latter scenario. Another main contribution of this paper is that the
proposed scheme is shown to operate equally well even when the learn-
ing mechanism is unaware whether the environment is Informative or
Deceptive. The learning strategy proposed herein, called CPL-ATS, par-
titions the search interval into three equi-sized sub-intervals, evaluates
the location of the unknown point with respect to these sub-intervals
using fast-converging e-optimal Lgr; learning automata, and prunes the
search space in each iteration by eliminating at least one partition. The
CPL-ATS algorithm is shown to be provably converging to the unknown
point to an arbitrary degree of accuracy with probability as close to
unity as desired. Comprehensive experimental results confirm the fast
and accurate convergence of the search for a wide range of values for the
environment’s feedback accuracy parameter p. The above algorithm can
be used to learn parameters for non-linear optimization techniques.
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1 Introduction

Consider the problem of a robot (algorithm, learning mechanism) moving along
the real line attempting to locate a particular point \*. To assist the mech-
anism, we assume that it can communicate with an Environment (“Oracle”)
which guides it with information regarding the direction in which it should go.
If the Environment is deterministic the problem is the “Deterministic Point Lo-
cation Problem” which has been studied rather thoroughly [1]. In its pioneering
version [1] the problem was presented in the setting that the Environment could
charge the robot a cost which was proportional to the distance it was from the
point sought for. The question of having multiple communicating robots locate
a point on the line has also been studied [1, 2]. In the stochastic version of this
problem, we consider the scenario when the learning mechanism attempts to
locate a point in an interval with stochastic (i.e., possibly erroneous) instead
of deterministic responses from the environment. Thus when it should really be
moving to the “right” it may be advised to move to the “left” and vice versa.

Apart from the problem being of importance in its own right, the stochas-
tic point location problem also has potential applications in solving optimization
problems. In many optimization solutions — for example in image processing, pat-
tern recognition and neural computing [5, 9, 11, 12, 14, 16, 19], the algorithm
works its way from its current solution to the optimal solution based on informa-
tion that it currently has. A crucial question is one of determining the parameter
which the optimization algorithm should use. In many cases the parameter of the
scheme is related to the second derivative of the criterion function, which results
in a technique analogous to a Newton’s root solving scheme. The disadvantages
of the latter are well known — if the starting point of the algorithm is not well
chosen, the scheme can diverge. Additionally, if the second derivative is small,
the scheme is ill-defined. Finally, such a scheme requires the additional compu-
tation involved in evaluating the (matrix of) second derivatives [14, 16, 19]. To
tackle this problem we suggest that our strategy to solve the stochastic point
location problem can be invoked to learn the best parameter to be used in any
algorithm.

The results that are claimed here are stated in the body of the paper. Sketches
of their proofs are included in the Appendix. The more detailed proofs are found
in the unabridged version of the paper [15].

2 The Stochastic Point Location Problem

The goal of the learning mechanism is to determine the optimal value of some
parameter A\* € [0,1). Although the mechanism does not know the value of
A*, we assume that it has responses from an intelligent environment E which is
capable of informing it whether the current estimate A is too small or too big. To
render the problem both meaningful and distinct from its deterministic version,
we would like to emphasize that the response from this environment is assumed
“faulty”. Thus, E may tell us to increase A when it should be decreased, and vice
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versa with a non-zero probability 1 — p. Note that the quantity p reflects on the
“effectiveness” of the environment, E . Thus, whenever A < A\*, the environment
correctly suggests that we increase A with probability p. It could as well have
incorrectly recommended that we decrease A with probability 1 — p. Similarly,
whenever A > A*, the environment tells us to decrease A with probability p, and
to increase it with probability (1 — p).

We further distinguish between two types of environments — Informative and
Deceptive. An environment is said to be “Informative” if the probability p of its
giving a correct feedback is greater than 0.5. If p < 0.5, the environment is said
to be “Deceptive”. Thus a Deceptive environment is more likely to give erroneous
feedback than an Informative environment. This together with the fact that the
learning mechanism is not aware of the nature of the environment complicates
the learning process and its convergence.

3 Related Work

Oommen [9] proposed and analyzed an algorithm that operates by discretiz-
ing the search space while interacting with an Informative environment. This
algorithm takes advantage of the limited precision available in practical im-
plementations to restrict the probability of choosing an action to only finitely
many values from the interval [0,1). Its main drawback is that the steps are al-
ways very conservative. If the step size is increased the scheme converges faster,
but the accuracy is correspondingly decreased. Bentley and Yao [3] solved the
deterministic point location problem of searching in an unbounded space by ex-
amining points f(i) and f(i + 1) at two successive iterations between which the
unknown point lies, and doing a binary search between these points. Although
it may appear that similar binary search can be applied in the stochastic point
location problem, the faulty nature of the feedback from the environment may
affect the certainty of convergence of the search, and hence a more sophisticated
search strategy is called for. Thus, whereas in Bentley’s and Yao’s algorithm we
could confidently discard regions of the search space, we have to now resort to
stochastic methods, and work so that we minimize the probability of rejecting
an interval of interest. This is even more significant and sensitive when the learn-
ing mechanism is unaware whether the environment is Informative or Deceptive.
A novel strategy combining learning automata and pruning was used in [10] to
search for the parameter in the continuous space when interacting with an Infor-
mative environment. In this paper we extend the results of [10] further to operate
also in the continuous space, but to work equally well for both Informative and
Deceptive environments. To the best of our knowledge this is the first reported
result for learning in a Deceptive environment.

A completely different approach to locating a point will be to partition the
search space into intervals and choose the mid-point of each interval repeatedly
as an estimate for the unknown point, and use a majority voting scheme on the
feedbacks obtained to eliminate one interval. Applying Chernoff bounds would
then allow us to precisely compute the number of steps sufficient for ensuring
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correct pruning with a certain level of confidence [13]. The difference between
such an “estimation” approach and a learning automaton approach such as ours
is that in the former case, a fixed number of sampling steps has to be done
irrespective of how strong the feedback is, before determining the pruning. In
contrast, in a learning automata approach, when one of the actions is superior,
the reinforcement mechanism ensures that this action is sampled more frequently
than the other. Thus the better an action is with respect to another, the faster
it’s optimality is determined. Another drawback with the simple majority voting
scheme is that in each epoch it can prune at most one partition. On the other
hand, our scheme allows more than two thirds of the search space to be pruned
in a single epoch. A third and most compelling drawback of the former scheme in
our problem setting is that it will not be feasible to detect a point in a deceptive
environment where the probability of correct feedback p < 0.5.

4 Continuous Point Location
with Adaptive Tertiary Search

The solution presented in this paper is based on the Continuous Point Location
with Adaptive Tertiary Search (CPL-ATS) strategy introduced in [10]. The basic
idea behind both the solutions is to systematically explore a current interval for
the parameter. This exploration is a series of guesses, each one more accurate
than the previous one. Initially, we guess the mid-point of the given interval to
be our estimate. We then partition the given interval into disjoint sub-intervals,
eliminating at least one of the subintervals from further search and recursively
searching the remaining interval until the search interval is at least as small as
the required resolution of estimation. Crucial to the CPL-ATS scheme is the
construction of partitions and the elimination process.

The given search interval is divided into three partitions. Each of these three
partitions is independently explored using an e-optimal fast converging two-
action learning automaton where the two actions are those of selecting a point
from the left and right half of the partition under consideration. The elimination
process then utilizes the the e-optimality property of the underlying automata
and the monotonicity of the intervals to systematically eliminate at least one
of the partitions. The resultant is a new pruned interval consisting of at most
two contiguous partitions from the original three. At each stage the mid-point
of the remaining interval is taken to be the estimate of A*. We shall assume
that the individual learning automaton used is the well-known L r; scheme with
parameter 6, although any other e-optimal scheme can be used just as effectively.

5 Notations and Definitions

Let A = [0,7) s.t. 0 < A* < v be the current search interval containing A\* whose
left and right (smaller and greater) boundaries on the real line are o and 7 respec-
tively. We partition A into three equi-sized disjoint partitions A7, j € {1,2,3},
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such that, A7 = [07,+7). To formally describe the relative locations of intervals
we define an interval relational operator < such that, A7 < AF iff 49 < oF.
Since points on the real interval are monotonically increasing, it is easy to see
that, A' < A% < A3, For every partition A7 |, we define L/ and R7 as its left

half and right half respectively as:
L ={z|o? <z <mid(A)},andR = {x|mid(A7) <z < ~7},

where mid(A7) is the mid point of the partition A7. A point z € L’ will be
denoted by 27, and a point © € R by x7%.

To relate the various intervals to A* we introduce the following relational
operators.

A Q) AT ff N < o, i.e., \* is to the left of the interval AJ.
MO AT N > A, i.e., \* is to the right of the interval AJ.
NS AT iff oF < N <A, i.e., \* is contained in the interval AJ.

N AT iff \* Q AT or \*@ A i.e., \* is either to the left of or inside A7.
MA@ AT Aff A*© AT or \*@ AY ie., \* is either to the right of or inside AJ.

These operators can be shown to satisfy the usual laws of transitivity.

6 Construction of the Learning Automata

In the CPL-ATS strategy, with each partition A’ we associate a 2-action Lz au-
tomaton A7 (X7, IT7, ', Y7, () where, X7 is the set of actions, IT7 is the set of
action probabilities, I'7 is the set of feedback inputs from the environment, 77
is the set of action probability updating rules and 27 is the set of possible deci-
sion outputs of the automaton at the end of each epoch. The environment E is
characterized by the probability of correct response p which is later mapped to
the penalty probabilities ¢}, for the two actions of the automaton AJ. The over-
all search strategy CPL-ATS, in addition uses a decision table A to prune the
search interval by comparing the output decisions 27 for the three partitions.
Thus A7, j € {1,3}, together with E and A completely define the CPL-ATS
strategy.

1. The set of actions of the automaton(X7) ‘
The two actions of the automaton are aj_, ;, where, of corresponds to

selecting the left half L7 of the partition A7, and oz{ corresponds to selecting
the right half RJ.

2. The action probabilities(II7) '
P! (n) represent the probabilities of selecting action 0‘%:0,1 at step n. Ini-
tially, P/(0) = 0.5, for k = 0, 1.

3. The feedback inputs from the environment to each automaton (I'7)
It is important to recognize a subtle, but crucial point in the construction of
the learning automata in CPL-ATS. From the automaton’s point of view,
the two actions are those of selecting either the left or the right half from
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its partition. However, from the environment’s point of view, the automaton
presents a current guess for the true value of \* | and it gives a feedback
based on the relative position (or direction) of the guessed value with respect
to A*. Thus there is a need to map the intervals to a point value and the
feedback on the point value to the feedback on the choice of the intervals.
Let the automaton select either the left or right half of the partition and then
pick a point randomly (using a continuous uniform probability distribution)
from this sub-interval which is presented as the current estimate for A*. Then
the feedbacks ((n) at step n are defined by the conditional probabilities,

PriB(n) = O|a:LELJ and a:L>/\*] =p
PriB(n) = 1|xL € L7 and a:L <X =p (1)
PriB(n) = O|a:R € R and 2, < X =p
Pr(B(n) = 1|z} € RI and a:J > M =p

Note that, the condition xi € L’ indicates that the action 046 was selected,
and the condition x%{ € R/ indicates the other action o was selected.

. The action probability updating rules (17)

First of all, since we are using the Lg; scheme, we ignore all the penalty
responses. Upon reward, we obey the following updating rule :

If o _, , was rewarded then,

P{_i[n+1] < 0.P]_,[n]
Plln+1] «—1-P] ,[n+1]

where 0 <« 0 < 1 is the Lr; reward parameter.

. The decision outputs at each epoch (§27)

From the action probabilities we infer the decision 27 of the Lr; automaton
AJ | after a fixed number N, of iterations. Typically, N, is chosen so as to
be reasonably sure that the automaton has converged. 27 indicates that the
automaton has inferred whether \* is to the left, right or inside the partition.
The set of values that 27 can take and the preconditions are given by:

‘ Left if P(Ns) > 1—e.
{2 = ¢ Right if P/(Noo)>1—e.
Inside Otherwise.

. The decision table for pruning the search space (A)

Once the individual automata for the three partitions have made a decision
regarding where they reckon A* to be, the CPL-ATS reduces the size of the
search interval by eliminating at least one of the three partitions. The new
pruned search interval A" for the subsequent learning phase (epoch) is
generated according to the pruning decision table A shown in Table 1.
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Table 1. Decision table(A) to prune the search space based on the automata
outputs 27

ot 22 2% New Sub-interval A™¢¥

Left Left Left Al
Inside Left Left Al
Right Left Left At U A2
Right Inside Left A2
Right Right Left A?u A3
Right Right Inside A3
Right Right Right A3

Theorem 1. If the automaton AI=(X7, 117, 17,77, (V) interacts with the en-
vironment E and gets feedbacks obeying Equation (1), then the effective penalty
probabilities cj,_, , for the two actions «,_, , are given by:

Cg =1-p)+ (2p— 1).Pr(a:]i < \* |oz6 was chosen) (2)
g =p—(2p—1).Pr(zf, < \* | was chosen) (3)

;From the theory of learning automata [0, 8], we know that the for any 2-
action Lpy scheme, if 3k € {0,1} such that ¢ < ¢]_,, then the action o, is
optimal and for this action P,g (Neo) — 1.

By the construction of the automaton, once the left or right sub-interval is
chosen, a point is picked from this interval using a uniform probability distri-
bution. Therefore, the cumulative probability distributions for picking a guess
value in a selected interval are given by:

0 - ifz<od
Pr(xi <z ij eLi)= mid(IA?)?—aa' if 07 < < mid(AY) (4)
1 if 2 > mid(A7).
0 ife< mid(A7)
i j A mfmid(Aj) . . j < j
Pr(zy <xz|zyp € RY) (A 1fmzd(4 )<z <y (5)
1 if x>~

By substituting A* for x, in the above equations, we get Pr(aci <A |ij € L)
and Pr(xz’ < \* |2} € R7) in Equations (2) and (3) respectively.

7 Properties of CPL-ATS in an Informative Environment

We shall now state some results about how CPL-ATS behaves in an Informative
Environment.

Lemmas 1 and 2 essentially use the e-optimality property of L z; automata to
prove that they produce the correct decision output for each partition under an
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Informative environment. Lemma 3 uses the monotonicity of the real interval to
establish some restrictions on the combination of decision outputs for adjacent
partitions. These are then used in Theorem 2 to prove that the decision table in
Table 1 is complete for the Informative environment. Theorem 3 establishes that
after elimination of one or more partitions, the remaining interval still contains
A*, thereby assuring convergence. It should be borne in mind that these are
still probabilistic results, although the probability is shown to be potentially
as close to unity as we want, provided that we choose the parameters for the
Ly automata appropriately.

Lemma 1. For an Informative environment E, given the Lgr; scheme with a
parameter @ which is arbitrarily close to unity, the following is true:

If (\* Q) A7), then Pr(£2 = Left) — 1.
If ( \*@ A7), then Pr(£ = Right) — 1.
If (V& A7), then Pr( = {Left, Inside or Right}) — 1.

Lemma 2. For an Informative environment E, given the Lgr; scheme with a
parameter 8 which is arbitrarily close to unity, the following is true:

If (£ = Left) then Pr(VQ A7) — 1
If (£ = Right) then Pr(\*@ A7) — 1
If (£ = Inside) then Pr(\*@ A7) — 1

Lemma 3. In an Informative environment E, if the CPL-ATS learning mecha-
nism uses the same Lry scheme at all levels of the recursion, and the parameter
0 is arbitrarily close to unity, the following is true:

If (27 = Left) then Pr(7*! = Left) — 1
If (2 = Inside) then Pr(£27+1 = Left) — 1
If (£ = Right) then Pr(£2** = {Left, Right or Inside}) — 1.

Theorem 2. If the environment is Informative and if the partitions use the
same Ly scheme with parameters 0 as close to unity as needed, then the decision
table given in Table 1 is complete.

A consequence of this theorem is that any entry not shown in the decision
table is said to be inconsistent in the sense that for an Informative environment
and appropriate 6, the probability of occurrence of this entry is arbitrarily close
to zero.

Theorem 3. If the algorithm uses the same Lr; scheme at all levels of the
recursion with a parameter 6 arbitrarily close to unity and N sufficiently large,
then for an Informative environment, the unknown \* is always contained in the

new search-interval A" resulting from the application of the decision rules of
Table 1.
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8 Properties of CPL-ATS in a Deceptive Environment

Let E be an environment of a 2-action learning automaton. Let cicqo,1y be the

penalty probabilities of the two actions ajego,1} of any automaton A7 that op-

erates in this environment. Then another environment E* with penalty proba-

bilities CLE{OJ}, is said to be the dual of E if and only if under E*, ¢}, =1 — ¢4.
The following lemma is a natural corollary of the above definition.

Lemma 4. If ai is the e-optimal action for an Lr; automaton A7 under a given

environment B, then of _, is the e-optimal action under its dual environment E*,
and vice versa.

Lemma 5. Let E be an environment with the probability of correct feedback p
and coresponding penalty probabilities CLG{O 1 respectively. If E* is a new envi-
ronment constructed such that its probability of correct feedback p' =1 —p, then
the penalty probabilities C;cJE{O,l} for its two actions afce{()’l} are c;j =1-q.

The above lemma follows easily by substituting 1 — p in place of p in Equa-
tions (2) and (3) respectively. Thus we arrive at a dual of a given environment
merely by complementing its parameter p.

Let E be the given Deceptive environment. By definition then, we have its
probability of correct response p < 0.5. We now construct a dual E* of this
environment with a corresponding probability of correct response p’ = 1 — p.
Then this dual environment is Informative since, p’ > 0.5. Thus if the learning
autmaton can somehow determine whether a given environment is Deceptive,
then Lemma 4 and 5 assure us that by interchanging the actions (or equivalently
the penalties and rewards), the automaton will still be able to converge to the
optimal action with as high a probability as we want.

The following results are quite straightforward.

Theorem 4. Given a Deceptive environment E,

If (\* @ A7), then Pr(§¥ = Right) — 1
If \V*© A7), then Pr(§2 = Left) — 1
If (\*& AY), then Pr( = {Left, Inside or Right}) — 1.

Theorem 5. Suppose it is given that N*© A, \*@ A% and \* Q) A3. Then
under a Deceptive environment, the decision outputl vector §2 for the three au-
tomata A7, j € {1,2,3}, will be inconsistent with the decision table of Table 1.
Conversely, if for the given environment and A\* as above, the decision output
vector §2 of the automata is inconsistent with the decision table for large Noo
and 0 — 1, then the environment is Deceptive.

Theorem 5 suggests a simple mechanism for determining whether or not an
environment is Deceptive.

Theorem 6. Let Z= [0,1) be the original search interval in which \* is to be
found. Let T' = [~1,2) be the initial search interval used by CPL-ATS. Then,
CPL-ATS always determines whether or not an environment is Deceptive after
a single epoch.
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Theorem 6 gives us a simple and practical mechanism for detecting Deceptive
environments. Thus, we start with an initial search interval 7' = [~1,2), equi-
partition it and run the three L; automata A7, j = 1,2, 3. for one epoch. At the
end of the epoch, we use Table 1 to check if the decision vector §2 has an entry.
By appealing to Theorem 6, we conclude that the environment is Informative
or Deceptive accordingly. If the environment was found to be Deceptive, we
simply flip the probability update rules. i.e., we essentially treat every reward
as a penalty and vice versa. Lemma 4 guarantees that we will then converge to
the optimal action. If instead, the environment was found to be Informative we
simply proceed with the search.

Note that the expanded interval Z’ is needed only for the first epoch, to detect
the environment’s nature. Once this is detected, we use the original interval Z to
search for \*. It is assumed that the fact that we use the expanded intervals
[—1,0) and [1,2) does not affect the responses given by the environment.

9 Experimental Results

The parameter learning mechanism, CPL-ATS, described in this paper was ex-
perimentally evaluated to verify the validity of our analytic results and to ex-
amine its rate of convergence. To verify the power of the scheme and to study
its effectiveness for various conditions, simulation experiments were conducted
for various values of 0 , the reward factor of the Lr; automata, and for various
values of p, the probability of the environment correctly providing the feed back.
In all the experiments it was assumed that A* € [0,1). In each case, a single
screening epoch was run using the expanded interval [—1,2) to detect whether
or not the environment is Informative. After that, the given original search inter-
val [0,1) was used as the starting point. Each epoch consisted of 250 iterations
(Ns) of the three Lp; automata. At the end of each epoch the decision table
Table 1 was consulted to prune the current search interval and the algorithm
was recursively evoked. The recursion was terminated when the width of the
interval was less than twice the desired accuracy.

The results of our experiments are truly conclusive and confirm the power of
the CPL-ATS scheme. Although several experiments were conducted using vari-
ous \* and parameter values, we report for brevity sake, only one set of results,
namely, those for A\* = 0.9123. For this value, several independent replications
with different random number streams were performed to minimize the variance
of the reported results. The reported results are averaged over the replications.

The mean asymptotic value of the estimate for \* are shown in Table 2 for
various values of p and 6. The final estimates agree with the true value 0.9123 of
A*to the first three decimal places for all values of p shown in the table. Figure 1
shows the convergence of the algorithm for p = 0.1, 0.35 and 0.8. This figure plots
the running estimate at the end of each epoch. The values shown are actually
the averaged over 50 replications for each set of parameters.

We first note that the convergence of the algorithm is almost identical for
p = 0.1 and p = 0.8 even though the former represents a highly unreliable
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Table 2. Asymptotic value of E[A(Ny)] as it varies with p and 6. In all the
cases, \* = 0.9123, No, = 250 and € = 0.005. The values shown are averaged
over 50 independent experiments

p 0=08 6=0856=09

0.10 0.912298 0.912273 0.912194
0.15 0.912312 0.912298 0.912222
0.20 0.912193 0.912299 0.912236
0.80 0.912317 0.912284 0.912234
0.85 0.912299 0.912275 0.912202
0.90 0.912302 0.912275 0.912202

Convergence of CPL-ATS

0.96
p=01 ¢
0.94 p=035 +
0.92 & a p=08 O
g 20 @ U000 00O
0.9 [®) + =+ +
5 Lot + o4
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E[A(n)] + 4 +
086 T +
0.84
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0.8
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Fig.1. Convergence of estimate E[A(n)] for # = 0.8. The value shown are
averaged over 50 replications. The unknown parameter \* = 0.9123

environment whereas the latter is a highly reliable environment. This is not
surprising because, after having detected in epoch 0 that the environment is not
Informative, the CPL—ATS strategy switches the reward and penalty feedbacks,
effectively behaving as p’ = 1—p. Thus, even in the very first epoch a value of 0.83
is achieved which is within 9 percent error of the true value of A\* = 0.9123. In
two more epochs, for all the four p values shown, the estimate is 0.925926 which
is within 1.5 percent error. Note however, that for p = 0.35 the convergence
is relatively sluggish. It took 25 epochs for it to reach the terminal value of
0.906453 which is within 0.64 percent of the true A\*. Thus, as p is increasingly
closer to 0.5, @ must be set close to unity and No (the number of iterations
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per epoch) has to be increased to achieve convergence.! Thus, a p value very
close to 0.5 represents a highly inconsistent feedback wherein half the time the
environment directs the learning mechanism in one direction and the rest of the
time in another.

10 Conclusions

In this paper we have considered the problem of a learning mechanism locating
a point on a line when it is interacting with a random stationary environment
which essentially informs it, possibly erroneously, which way it should move to
reach the point being sought. The first reported paper to solve this problem [9]
presented a solution which operated in a discretized space. Later in [10], we
presented a new scheme by which the point can be learned using a combination
of various learning principles. The heart of this strategy involved performing
a controlled random walk on the underlying space using the Lr; updating rule
and then intelligently pruning the space using an adaptive tertiary search. The
overall learning scheme is shown to be e-optimal. We have also shown that the
results of [10] can also be generalized to the cases when the environment is
a stochastic compulsive liar (i.e., is Deceptive). Although the problem is solved in
its generality, its application in non-linear optimization has also been suggested.
We are currently investigating how our scheme can be utilized to catalyze the
convergence of various optimization problems including those involving neural
networks as described in [9, 11, 19].
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Appendix

In the following we provide only sketches of proof for major lemmas and theorems
due to limitations of space. The complete proofs for all the lemmas and theorems
stated in this paper can be found in the unabridged version which is also available
as a technical report [15].

Theorem 1 If the automaton A =(X7, 117, 7,77, (27) interacts with the envi-
ronment I gets feedbacks obeying equation 1, then the effective penalty probabil-
ities ¢]_q 1 for the two actions o _, | are given by:

cé =(1—-p)+(2p— 1).P7‘(x1 < A* |ozg was chosen)
cl=p-

(2p — 1).Pr(z}, < \* | o was chosen)
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Proof: By definition of the penalty probability we have,
¢} = Pr(B(n) = 1|sub-interval L7 is chosen at step n)
= Pr(B(n) =1z} € L7, 2} < \*).Pr(z} <\ |z} € L7) +
Pr(B(n) =1|a% € LV, 2} > X*).Pr(z}, > X |2}, € L)
=p.Pr(z), < |z} € L)+ (1 —p).(1 — Pr(z}, < X*|z} € L7)) (by eq. 1)
=(1—p)+(2p—1).Pr(z <\ |z) e L)
=(1—p)+ (2p—1).Pr(z} < | was chosen).

In the same line of reasoning for the action af we can derive c]. g

Lemma 1 For an Informative environment E, given the Lgr; scheme with a
parameter 8 which is arbitrarily close to unity, the following is true:

If (\* Q AY), then Pr(§29 = Left) — 1.
If (\*© A7), then Pr(§29 = Right) — 1.
If (\*&@ A7), then Pr(29 = {Left, Inside or Right}) — 1.

Proof: Consider first the case A\* A, From Equation (4) and (5), we get
Pr(acL <A = Pr(xR < A*) = 0. Substituting these in equations 2 and 3 we
get the values ¢} = 1 — p and c’ = p. Since for an informative environment
p > 0.5, we immediately have ¢ < c] Learning automata theory then assures
that for any e-optimal scheme such as the Lg; scheme used here for each A7, of,
is the optimal action and hence Pg [Noo] — 1. Similar arguments for \*@© Aflead
to the conclusion Plj(Noo) — 1.

Now consider the third case when \*& A7. By the definition of & we have,
o) < \* < ~J. Consider first the possibility, 07 < A\* < mid(A7). In this case, by
Equations (4), (5) we get

i _ A =g
Cé =1—-p+(2p 1)'mid(AJ)_oJ‘
q=p

~ Since 0.5 < p < 1 in the above expressions for cé and ¢, we can see that cé <
], and hence ) is the optimal action and for an e-optimal scheme Pj[Ny] — 1.
Similarly when mid(A7) < \* < o7, we get,
b =p ,
i 1y A —mid(AY)
a=p=@=1).7 """ A -
Since p > 0.5, it follows that (2p—1) > 0 and ¢, > ¢, and therefore, ai is the op-
timal action, and from the e- optlmahty of the Ly scheme, we get P{[Ny] — 1.
When \* = mid(A7), c’ = ¢] and so there is no optimal action and hence
€ < PJ[Nwo], P/[Nso] < 1 —€.
The lemma immediately follows from the decision output rule (£2) in the
construction of the automaton .47 based on the above values for PJ[Nu]. O
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Lemma 2 For an Informative environment E, given the Lrr scheme with a
parameter 8 which is arbitrarily close to unity, the following is true:

If (7 = Left) then Pr(N*Q A7) — 1
If ({7 = Right) then Pr(\*@ A7) — 1
If ({7 = Inside) then Pr(\*@ A7) — 1

Proof: By the first hypothesis 2/ = Left, we have Pr(2 = Left) = 1,
Pr(£2 = Right) = 0, and Pr(£ = Inside) = 0. Therefore,

Pr(Q AY) = Pr(\*Q AY | (2 = Left). (6)
But by Baye’s rule for conditional probabilities,

Pr(NQ AT | (Y = Left) = (7)

Pr($7 = Left | \*Q AY).Pr(\Q AY)
Pr(2 = Left | N*Q A7).Pr(\*Q A%) + Pr(§2 = Left | \*© A7).Pr(\*© A7)

By Lemma 1, the product in the second term of the denominator tends to zero
giving us
Pr(N*Q AT | (7 = Left) — 1.

When this is substituted in Equation (6), it leads to : Pr(\*@ A7) — 1. By
similar arguments (which we omit here in the interest of brevity), the lemma
can be shown to hold for the other two hypotheses. O

Theorem 2 If the environment is Informative and if the partitions use the same
Lrr scheme with parameters 6 as close to unity as needed, then the decision table
given in Table 1 is complete.

Proof: In any decision table with three input variables and three possible values
for each of these variables, we expect a total of 27 potential entries. However,
Lemma 3 imposes constraints on the output value combinations of the automata.
A straightforward enumeration of these possibilities will show that the only
possible combinations of outputs for the three L z; automata are the seven entries
shown in the decision table. Consequently Table 1 is complete. |

Theorem 3 If the algorithm uses the same Ly scheme at all levels of the
recursion with a parameter 6 arbitrarily close to unity and N sufficiently large,
then for an Informative environment, the unknown \* is always contained in the

new search-interval A" resulting from the application of the decision rules of
Table 1.

Proof: Consider the first row of Table 1 where we see that 2! = Left, 2? =
Left and 2% = Left. Appealing to Lemma 2 for each of the automata outputs,
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we get Pr(\* Q@ Al — 1, Pr(\* @ A?) — 1 and Pr(\* @ A3) — 1. When we
consider the fact that A < A? < A3, the above three reduce to the equivalent
predicate, Pr(A\* @ A') — 1. By the definition of @ we have the two possibilities
~ 2 Q) Al and \*© Al But, since \*& A and A = A' U A% U A%, we can
rule out \* ) A!. Therefore, Pr(\* & A!) — 1. Thus, the partition Al that
remains after pruning still contains \* with as high a probability as we want. The
same arguments can be repeated for each of the other entries, and are omitted
in the interest of brevity. O

Theorem 4 Given a Deceptive environment E,

If (\*Q AY), then Pr(27 = Right) — 1
If (\*© A7), then Pr(29 = Left) — 1
If (\*& A7), then Pr(§29 = {Left, Inside or Right}) — 1.

Proof: Since E is a Deceptive environment, the probability of it giving correct
responses is p < 0.5. Now construct a dual E* for this environment such that the
probability of its correct feedback (p" = 1—p) > 0.5. Clearly, E* is an Informative
environment, and hence we can apply Lemma 1 to it. Consequently, if we are
given that \* & A7, by Lemma 1, we know that for E* , Pr(f2 = Left) — 1.
Lemma 4 however tells us that if o, was the optimal action for E, then o ,
is the optimal option for E* and vice versa. Therefore, we conclude that for E,
Pr(§29 = Right) — 1. Similar arguments hold good for the other two hypotheses.

O

Theorem 5 Suppose \* is such that \X*Q A, \*@ A? and \* Q) A3. Then un-
der a Deceptive environment, the decision output vector §2 for the three automata
Al j=1,2,3, will be inconsistent with the decision table of Table 1. Conversely,
if for the given environment the decision output vector §2 of the automata is in-
consistent with the decision table for large No, and 6 — 1, then the environment
is Deceptive.

Proof: Applying Theorem 4 to each of \* @ A!, \* ©A? and \* A3, we have,

Pr(2' = Left) — 1
Pr(02% = {Left, Inside or Right}) — 1
Pr(3 = Right) — 1

By inspecting the decision table (Table 1), we see that there are no entries for
this output vector §2 = [Left,{Left, Inside or Right}, Right] and hence the
entry is inconsistent with Table 1. The converse is proved by contradiction by
alluding to the completeness result of Theorem 2 for an Informative environment.
Therefore, whenever the decision output vector 2 is inconsistent with Table 1,
we can safely conclude that the environment is Deceptive. O

Theorem 6 Let = [0,1) be the original search interval in which X\* is to be
found. Let T' = [—1,2) be the initial search interval used by CPL-ATS. Then,
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CPL-ATS always determines whether or not an environment is Deceptive after
a single epoch.

Proof: First of all, we can see that \* € Z’ because, T C I’. When we divide Z’
into three equi-partitions we get, A = [~1,0), A% = [0,1) and A = [1,2). Since
A € T = A2 we have, \*© A, \*@ A%, \* & A3, which is the pre-condition
for Theorem 5. Hence, by appealing to Theorem 5 we see that if the environment
was Deceptive, we would get an inconsistent decision vector. If not, by Theorem 2
we would get a consistent decision vector. Thus, after one epoch we conclude
decisively about the nature of the environment. O
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Abstract. We describe novel approaches to multimedia analysis and
synthesis problems. We first present the experiential sampling technique
which has the ability to focus on the analysis task by making use of the
contextual information. Sensor samples are used to gather information
about the current environment and attention samples are used to repre-
sent the current state of attention. In our framework, the task-attended
samples are inferred from context and maintained by a sampling based
dynamical system. The multimedia analysis task can then focus on the
attention samples only. Moreover, past experiences and the current en-
vironment can be used to adaptively correct and tune the attention
model. This experiential sampling based analysis method appears to be
a promising technique for general multimedia analysis problems. We
then present the multimedia synthesis technique based on analogies.
This method aims to synthesize new media objects based on some ex-
isting objects on which appropriate transformation can be applied using
analogical reasoning. This multimedia synthesis technique appears par-
ticularly useful in the area of computational media aesthetics.

1 Introduction

1.1  Multimedia Analysis

Multimedia processing often deals with live spatio-temporal data which have the fol-
lowing attributes:

e  They possess a tremendous amount of redundancy

e  The data is dynamic with temporal variations

e [t does not exist in isolation — it exists in its context with other data. For instance,
visual data comes along with audio, music, text, etc.

However, many current multimedia analysis approaches do not fully consider the
above attributes which leads to inefficiency and lack of adaptability. The inefficiency
arises from the inability to filter out the relevant aspects of the data and thus consider-
able resources are expended on superfluous computations on redundant data. Hence
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speed-accuracy tradeoffs cannot properly be exploited. If the ambient experiential
context is ignored, the approaches cannot adapt to the changing environment. Thus,
the processing cannot adapt itself to the task at hand.

On the other hand, we have solid evidence that humans are superb at dealing with
large volumes of disparate data using their sensors. Especially the human visual sys-
tem is quite successful in understanding the surrounding environment at appropriate
accuracy quite efficiently. We argue that like in the case of human perception, multi-
media analysis should be placed in the context of its experiential environment. It
should have the following characteristics: 1. The ability to “focus” (have attention),
i.e., to selectively process the data that it observes or gathers based on the context. 2.
Experiential exploration of the data. Past analysis should help improve the future data
assimilation. In return, these two attributes would help the analysis to deal with the
redundancy and diversity of the spatial-temporal data which is particularly important
for real time applications.

In order to achieve this, we describe a novel technique called experiential sampling,
i.e., sampling multimedia data according to the context. As shown in Figure 1, by
sensing the contextual information in the experiential environment, a sampling based
dynamic attention model is built to maintain the focus towards the interest of the cur-
rent analysis task. Only the relevant samples survive for performing of the final task.
These samples precisely capture the most important data. What is interesting is the
past samples influence future sampling via feedback. This mechanism ensures that the
analysis task benefits from past experience.

As an illustrative example of an analysis task, the face detection problem in videos is
described. The experiential sampling technique can be utilized for many other appli-
cations involving multimedia analysis such as object detection, object recognition,
object tracking (face recognition or traffic sign recognition), context aware video
streaming and surveillance.

1.2 Multimedia Synthesis

A well-produced video always makes a strong impression on the viewer. However due
to the limitations of the camera, the ambient conditions, or the skill of the videogra-
pher, sometime the quality of captured videos falls short of expectation, such as those
from a war, medical check-up, surveillance or home videos. On the other hand, we
have vast amount of superbly-captured videos available on the web and digital librar-
ies. We describe the novel approach of video analogies which provides a powerful
ability to improve the quality of videos by utilizing computable video features. We
denote the mechanism of video analogies as A:B::A"B'. B is a target video whose
quality we wish to improve and A is a high-quality source video having similar con-
tent. During the learning phase, we find the correlation between this pair. We obtain
the correspondence by using feature learning. Then for the target video B, we utilize
this correspondence to transfer some desired trait of A (which is A') in B in order to
synthesize a new video B'. Thus the new video B' will obtain the desired features A' of
the source video A while retaining the merits of the target video B. We demonstrate
the power of the analogies technique by describing two applications — video rhythm
adjustment and audio-video mixing. We describe the details of the technique in each
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case and provide experimental results to establish the efficacy of the proposed tech-
nique.

[ Others ]

[ Visual features ]
v+ ¥

Feature
extractios

Dynamic

Attention via
Sampling | b
oy [
Collected Exp'erlentlal
Feedback information Environment
[ Analysis

Fig. 1. Experiential sampling for multimedia analysis

2 Experiential Sampling

2.1 Preliminaries

Context in multimedia analysis is any information that needs to be specified to char-
acterize the current state of the multimedia system. It includes the current environ-
ment, a priori knowledge of the system domain, current goals and the past states. The
current goal and prior knowledge provide a top-down approach to analysis. It also
determines which features of the visual scene and other accompanying data type
should be used to represent the environment. The past states encapsulate the experi-
ences till the current state. More importantly, when we consider the experiential envi-
ronment, the analysis task needs to systematically integrate the top-down and bottom-
up approaches.

2.2 Sensor Sampling

Studies on human visual system show that the role of experiences used in top-down
visual perception increases in importance and can become indispensable when the
viewing conditions deteriorate or when a fast response is desired. In addition, humans
get information about the objects of interest from different sources of different mo-
dalities. Therefore, when we analyze one particular data type (say spatio-temporal
visual data) in multimedia, we cannot constrain our analysis to this data type only.
Sensing other accompanying data like audio, speech, music, and text can help us find
out where is the important data. Therefore, it is imperative to develop a sampling
framework which can sense and fuse all environmental context data for the purpose of
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multimedia analysis. The current environment is first sensed by uniform random sen-
sor samples and based on the context, we compute the attention samples to discard the
irrelevant data. Spatially, higher attended samples will be given more weight and
temporally, attention is controlled by the total number of attention samples.

In the sampling framework, we represent the environment e, at time ¢ as:

e, ={S(1), A1)} M

The environment e, comprises of sensor samples S(¢) and the attention samples A(?).
The sensor samples are basically uniform random samples at any time ¢ which con-
stantly sense the environment. The attention samples are the dynamically changing
samples which essentially represent the data of interest at time #. The attention samples
are actually derived dynamically and adaptively at each time instance from the sensor
samples in our framework through sensor fusion and the assimilation of the past expe-
rience. Once we have the attention samples, the multimedia analysis task at hand can
work only with these samples instead of the entire multimedia data. In our framework,
S(7) is a set of Ng(7) sensor samples at time ¢ which estimates the state of the multime-
dia environment. These sensor samples are randomly and uniformly generated. Since
the number of the sensor samples do not change with time, Ng denotes the number of
sensor samples at any point in time. S(¢) is then defined as:

S(t)={s();1° (1)} @)

where s(7) depends on the type of multimedia data.

2.3  Attention Sampling

Our sampling based dynamic attention model systematically integrates the top-down
and bottom-up approaches to infer attention from the environment based on the con-
text. Thus, the number of attention samples dynamically evolves so the number will be
increased when more attention is required and vice-versa. Moreover feedback from
the final analysis task is used to tune the attention model with time. The attention in a
scene can be represented by a multi-modal probability density function. Any assump-
tions about the form of this distribution would be limiting. However, not making any
assumption about this distribution leads to intractability of computation. Therefore, we
adopt a sample-based method to represent the visual attention. For example, in the one
dimensional case, the visual attention is maintained by N samples a(f)=[s'(¢),...,s"(1)]
and their weights =[z'(¢),..., 7"(¢)] as shown in Figure 2. It provides a flexible repre-
sentation with minimal assumptions. The number of samples employed can be ad-
justed to achieve a balance between the accuracy of the approximation and the com-
putation load. Moreover, it is easy to incorporate within a dynamical system which can
model the temporal continuity of visual attention.

We represent the dynamically varying N,(f) number of attention samples A(¢) us-
ing:

A() ={a(); T (1)} 3)
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where a(f) depends on the type of multimedia data. Consider the traffic monitoring
application shown in Figure 3, Figure 3 (a) has more motion activity and hence needs
more attention samples to represent this motion attention. As shown in Figure 3 (b),
567 attention samples (marked as yellow points) are required to represent this motion
attention using our method. In contrast, Figure 3 (c) has less motion and needs fewer
attention samples. As shown in Figure 3 (d), no attention samples are needed.

Weighted
sample

— Attention

M

position x

a0 aoCo s ¥e=) @

N Samples

Fig. 2. The multi-modal attention can be represented by N samples a(#)=[s;(?),...,sp(?)] and
their weights  =[m;(2),..., Ty\(?)]

(a) frame 37 (b) frame 37 (c) frame 479  (d) frame 479

Fig. 3. Temporal motion attention. (a) more motion activity (b) 567 attention samples are em-
ployed to represent this motion attention. (c) need less attention at this time (d) No attention
samples are needed at this time

Dynamical Evolution of Attention

Attention is inferred from the observed experiences coming from the experiential
environments. That is, we try to estimate the probability density of the attention
(which is the state variable of the system) at time ¢ using P(a/E,). Note that F; consists
of all the observed experiences until time ¢ which is E={e;,...,e,}, at is the “attention”
in the scene and a(?) is the sampled representation of at. Attention has temporal conti-
nuity which can be modeled by a first-order Markov process state-space model. The
new state depends only on the immediately preceding state, independent of the earlier
history. This still allows quite general dynamics, including stochastic difference equa-
tions of arbitrary order. Therefore,

P(a,|a, ,,..,a,)=P(a,|a,,) 4)
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Based on the above state space model, the a posteriori density P(a|E;) can iteratively
be obtained by knowing the observations (likelihood) P(eda;) , the temporal continuity
(dynamics) P(a/ja,-1) and the previous state density P(a,.|E,.;) as shown in Figure 4.

1
1
1
1
i
1
1
P(aja, ) Pe|a) :
1
P(az-1|Ez-1)| P(at‘Et-I) :P(at|E)
1 Dynamics Observations 1
: from '
i experiences '
! 1

Fig. 4. Attention State Propagation

2.4  Experiential Sampling Technique

In this section, we only provide the outline of the experiential sampling algorithm. The
interested readers may consult [3] for details. Briefly, the ES is as follows:

Algorithm: Experiential Sampling (ES):

Initialization: =0

{SS(#)} < Uniform Sampling

Asat(t) < sum of {SS(¢¥)}

Nis(f) «—Asat(?)

if Ns(#) =<0; t=t+1; goto step 2

{AS(?)} «Importance Resampling from {SS(?)}
for each A4S, perform the analysis task

t=t+1; goto step 2.

PN R WD =

As a general analysis framework, the experiential sampling technique can be used for
a variety of multimedia analysis tasks, especially real-time applications like traffic
monitoring and surveillance. As a test example, we have applied this framework for
the face detection problem in videos. We use the adaboost face detector as the multi-
media analysis task. Face detection is only performed on the attention samples to
achieve robust real time processing. Most importantly, past face detection results
serve as context to adaptively correct the attention samples and the skin color model in
the attention inference stage. This allows the face detector to cope with a variety of
changing visual environments

We will now describe the results of the experiential sampling technique when ap-
plied to the face detection problem. Sensor samples are employed to obtain the con-
text. The face attention is maintained by the attention samples. The face detector is
executed only on the attention samples which indicate the most probable face data. As
shown in Figure 5, Ny number of sensor samples is set to 200.The number and spatial
distribution of attention samples can dynamically change according to the face atten-
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tion. In Figure 5(a), there is no motion in the frame, so N4, the number of attention
samples is zero. No face detection is performed. In Figure 5(b), when a chair enters, it
alerts the motion sensor and attention is aroused. N, increases to 414. Face detection
is performed on the 414 attention samples. But the face detector verifies that there is
no face there. In Fig 5(c) as the chair stops, there is no motion and so the attention
samples vanish. In Figure 5(d)-(h) attention samples come on with the face until the
face vanishes. Note the number of attention samples is different in each case.

(¢) Frame 106 (d) Frame 120

e

(a) Frame 76

(¢) Frame 147 (f) Frame 152 (g) Frame 158 (h)Frame 268

Fig. 5. Face detection sequence 1. (a) static frame N,=0 (b)A chair moves N, =414 (c)the chair
stopped. N, =0 (d) a person comes. N, =791 (e) a person. Ny =791 (f) one person. N, =791 (g)
one person. N, =791 (h) static frame. N, =2

3 Synthesis Using Analogies

3.1 Preliminaries

We will now describe a method to synthesize multimedia objects using analogical
reasoning. The idea is to transfer the desired characteristics from a multimedia object
into the given object. We now provide a general description of our scheme with re-
spect to digital video. Given a target video and a designated source video with similar
content, we match one common feature of the video pair. Utilizing this feature corre-
spondence, we transfer some other feature of the source video to the target video. For
instance, we can build texture correspondence between the video pair and then trans-
fer the color feature of the source video to the target video. We would like to point out
here is that the compared videos should be similar in terms of video content at the shot
level so that a proper analogy is set up.

The framework of video analogies involves two phases as shown in Figure 6:
learning and transfer. The inputs are a source video and a target video. At the learning
stage, the corresponding computable features in the source video A and the target
video B need to be extracted and compared for similarity (A:B). During the transfer
stage, we establish a new function to transfer the desired features (A') from the source
video to the target video to create the new video B' by employing the analogy
A:B::A":B'. The source video is assumed to be a high-quality clip which we wish to
emulate. The target video possibly has some artifacts or shortcomings which we wish
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to overcome by mimicking the source video. We have observed that our framework of
video analogies can potentially be utilized for several problems:

o ———— e —— — —— ——— —— —

= Soure VideoA | | TargetVideo B —

- — — J———— _—_— —— 1

[Exiracted Feature A | | Extracted Feature B |

| Cormmespandence |

L

e Frsmcred Feature A'|

lesfer
| New Video B' %

| Output |

Fig. 6. Flowchart for video analogies

Color transfer: We can transfer suitable colors from a source video to a target
video (X-ray or infrared video). This can generate a more vivid video.

Texture transfer: By transferring the specific texture to some areas, we can
overlap and patch areas on video frame such as annoying video logos.

Motion trajectory transfer: By transferring the desired motion to the target
video, we can actually remove or reduce shakes caused by camera vibration.
We can also borrow shakes from a source video to add excitement to a target
video.

Music matching: Automatic music matching for atmosphere enhancement is a
crucial step in video editing. From the source videos, we can track features in
order to add similar music to the target video.

Aesthetic styles transfer: Artistic styles in a professional movie embody the
experience and knowledge of the directors. Most of these artistic features are at
the semantic level; however some of them are apparent at the low level itself
such as color, lighting, motion trajectory and rhythm. Such stylistic aspects can
be advantageously transferred.

Although analogies based digital video handling has many applications, here we

describe our work on two problems: video rhythm adjustment and audio-video mixing.

3.2

Video Rhythm Adjustment

Video rhythm refers to the duration and frequency of segmented events; it is subject to
the pace of the events and the relationships between these events. The overall rhythm
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is usually determined by the transitions between video components such as shots,
scenes, and sequences. Usual home videos often do not possess a proper aesthetic
rhythm. In order to emphasis special scenes, actions, characters and atmosphere in a
video, video rhythm adjustment is extremely important. In this section, we discuss
video rhythm adjustment based on video analogies. Our motivation is that video
rhythm adjustment can be used to emphasize the content and significantly enhance the
atmosphere.

In order to perform video rhythm adjustment, we work at the video clip level.
Given a source video V; and a target video V,, we segment them into several clips
based on the events which are subject to our needs and obtain the clip lengths (total
frame number). Suppose V| has n clips: Sy, Ss,..., Sy, V> has m clips: sy, $3,..., Sm, We

relative duration or frame numbers of the video clips. We use it to modify the target
video by keeping the ratio invariant. Namely:

Ci= Ciy - Si/Si.1, (m>i> 2) ©)

where C; is the new length of video clips, C, can be fixed, for instance, Cy=Sj.

In order to automatically detect the rhythm changes in a video shot, we use the
video motion feature. We subtract two adjacent frames in the shot. i.e. A; = |[Fj-Fj.],
Fie Vi, j<S;. If the motion in a clip is large, the difference will be significant, or else
the distinction is minor. Thus we can find these minor differences by calculating the
density of minor differences in this portion. i.e. Q(A;) = Zroai/ 2 j<si. If a density is the
highest one among all segmentations of this clip, we think the rhythm in this portion is
slow. In practice, we need to add frames or drop frames from the clips of target video
according to equation (6):

d;=Ci-s; (6)

If d; >0, then we need add d; frames in the i-th clip. New frames can be created by
frame interpolation or replication. If d; <0, then we need drop d; frames from the i-th
clip. We add or drop video frames according to equation (7).

Ci=[*Ci/sil.j=12,.... e

The procedure to drop frames from a clip is rather easy, however the procedure to
add frames for a clip is difficult, requiring interpolation and frame synthesis. In our
implementation, we just replicate the adjacent frames to expand the sequence which is
sufficient in many cases.

Figure 7 depicts two groups for video rhythm adjustment. Given a video clip from a
movie (a), we map the proportion of clip length to the target video (b), we get an ex-
citing video clip (c). Group 1 is a video about Michael Jackson's dance performance to
which we transfer the rhythm of a piece of clip of the movie “Hero”. This transfer
emphasizes the dancing skills of Michael Jackson. Group 2 is the video about cream-
ing of Bill Gates, to which we transfer the rhythm of one clip of the movie of Jackie
Chan (Flying Motorcycle) and obtain a new vivid clip that accentuates the creaming
effect.
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Group 2

Fig.7. Video rhythm transfer

3.3  Audio-Video Mixing

There have been efforts in the recent years to make home videos look more pleasing to
viewers by mixing it with appropriate music. Most of the existing software enables the
user to add music of his preference. It assumes that the user has enough knowledge
about the aesthetic mixing principles. We use the analogies technique to add audio to
video by synthesizing appropriate music based on the video content. We have devel-
oped a system that takes in music examples selected by the user and generates new
music by applying the aesthetic rules of audio-video mapping. We have A (an exam-
ple) and B (the output pitch profile based on the given video). We need to transfer
certain aspects of A (melody, rhythm, etc.) to B. For transferring melodies, we derive
an underlying A' and pose the problem as A':A::B:B'. Given the hue profile of the
video, we arrive at the melody profile for video that closely corresponds to the exam-
ple melody track. The derived melody profile follows the contours of the example.

The music examples in our experiments are melodies mainly selected from western
classical instrumental music. Figure 8 gives the pitch contour of a melody. The profile
in solid line indicates the original pitch and the profile in dotted line is the Haar
wavelet approximation of the music example. The pitch contour of the video as shown
in Figure 9 is derived from the hue of every frame of the video. The sequence com-
parison method gives us the notes that are ‘similar' to the music example. The velocity
of the note is also computed from the brightness of video and assigned to every note.
The pitch, volume so generated are re-assembled in the midi format and then con-
verted to midi music. The matched contour is shown in Figure 10. A user survey done
on the analogy results suggests that the music generated is acceptable though some
parts of music may seem repetitive or may not be musically pleasing. However, this
analogies based method in general is preferred over the rule based generation of chord
music with which we had experimented earlier.
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Fig.9. Desired Pitch Contour of a Video Clip Obtained from Aesthetic Mapping

Fig.10. Pitch Contour of the Synthesized Music for the Video Clip
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We have described a novel sampling based framework for multimedia analysis called
experiential sampling. Based on this framework, we can utilize the context of the
experiential environment for efficient and adaptive computations. This technique can
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be extended for general multimedia processing when operating with multiple data
streams with possibly missing data. Moreover, it can be incorporated into a dynamical
feedback control system for continuous systems. The analogy synthesis technique is a
powerful multimedia synthesis technique which can be used for many consumer en-
tertainment applications. It is particularly useful in the new area of computational
media aesthetics which seeks to establish the computational foundations of media
aesthetics. This is a particularly exciting interdisciplinary area of research.
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Abstract. This paper introduces a new approach to designing a Mes-
sage Handling Assistant (MA). It provides a generic model of an MA and
an intention extraction function for text messages using speech act the-
ory and the belief-desire-intention (BDI) model of rational agency. The
model characterizes the desired behaviors of an MA and the relation-
ships between the MA, its user, and other human agents with whom the
user interacts through message exchange. The intention extraction func-
tion formulates intentions from performatives identified by a probabilistic
dialogue act classifier using constraints for felicitous human communi-
cation. This paper also proposes a semantic communication framework
which integrates key agent and Internet technologies for composing and
exchanging semantic messages.

Keywords: Intelligent agents, Belief revision and update, Knowledge
discovery and data mining, Knowledge acquisition, Ontology, Applica-
tions.

1 Introduction

The recent proliferation of agent technology [1] has produced many proposals
to reduce workload through learning and emergent behaviors (e.g., Maes [2]).
Commonly, a personal assistant agent learns by observing the user’s interaction
with other applications and agents.

The information contained in email and other messages the user sends and
receives is often closely related to their daily schedule and activities. Messages
also often explicitly express both the user’s and the correspondent’s intentions.
Despite this, the unstructured nature of such messages makes it hard to cap-
ture useful modelling information from them or to process them automatically.
Thus this rich source of user information is largely untapped, and most message
management is left to the user.

Several email handling assistants [2, 3, 4] have been proposed, but most
approaches are ad-hoc and only address very limited services. In particular,
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little effort has been made to develop a message handling system based on the
popular human communication models of speech act and rational agent theory.

In this paper, we define and characterize a generic model of a Personal As-
sistant (PA) and a Message Handling Assistant (MA) based on speech act the-
ory [5, 6, 7, 8] and the BDI model of rational agency [9, 10, 11]. This simple model
demonstrates why and how identifying the intentions of messages plays a crucial
role in user modelling, and in designing PAs and MAs. In addition, we develop
a simple function that extracts intentions from text messages using speech act
theory and probabilistic dialogue act classifiers. Finally, as a more grand vi-
sion toward fully mechanized message processing and composing, we propose
a semantic communication framework (SCF) that combines key AT technologies:
multiagent, agent communication language, ontology, and semantic Web. We
believe that the exploration presented in this paper provides a sound model for
a message handling systems that can provide more sophisticated services than
are currently available.

This paper is organized as follows: Section 2 defines and characterizes
a generic MA. Section 3 develops a model of an intention extraction function.
In Section 4, we propose the semantic communication framework (SCF). In Sec-
tion 5, we discuss how our approach differs from others. The paper finishes with
concluding remarks in Section 6.

2 Modelling a Message Handling Assistant

This section defines and characterizes a generic model of a message handling
assistant (MA). It uses the abstraction mechanism provided by the BDI model
and speech act theory to express the desired behaviors of an MA and the rela-
tionships between an MA, its user, and other human agents with whom the user
interacts through message exchange.

This enables us to clearly understand the characteristics of an MA, how to
model a user, and how to design an MA that satisfies certain requirements.
In particular, we are interested in the role of the intentions contained in the
messages that the user exchanges with other human agents. The result of this
analysis provides justification for why and how identifying the intentions of mes-
sages plays a crucial role in user modelling and the design of an MA.

2.1 Belief-Desire-Intention (BDI) Model of Rational Agency

We adapt the BDI framework described by Wooldridge [9], which is based on Rao
and Georgefl’s belief-desire-intention (BDI) framework [10] of rational agency.
Their theory is based on the intentional logic which was developed by Cohen
and Levesque [11] in 1990 to build their speech act theory [6, 7]. Speech act
theory is a popular human communication model and it is the basis of agent
communication languages (ACLs) [12]. The best-known implementation of the
BDI model is the Procedural Reasoning System (PRS) and its descendants [13,
p.140]: JAM, dMARS, AgentSpeck(L).
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In PRS, the agent’s mental states are represented in data structures that cor-
respond to its belief, desire, and intention. The agent’s beliefs are a model of its
environment, usually represented in first-order logic as predicates. The agent up-
dates its beliefs when it senses changes in its environment. Based on these beliefs
and its intentions (committed goals), it considers possible options (desires). The
agent may drop intentions or adopt new ones based on its beliefs, options, and
its intentions. In PRS, desires and intentions are given as a plan library which
consists of a body and various conditions. The body of a plan is the actual plan
that specifies a series of actions or sub-goals to be achieved. The conditions are
used to choose some plans as options and others as committed plans.

The availability of practical implementations of the BDI model, and its com-
patibility with speech act theory, make it a viable choice for designing a message
handling system that is based on speech act theory and an agent communication
language.

Agent Environment: We make the following assumptions about the agent
and its environment to isolate various implementation issues:

1. The environment of the agent consists only of objects. An agent is an object
with its own thread of control, mental status [14]. Users are also agents.

2. Messages are the only sensor input and action output of agents and objects.
Therefore the only way an agent can get input is through messages from
other objects, and the only way an agent can perform actions is by sending
messages to other objects.

Furthermore, we are only interested in the messages that are related to as-
sisting users. In addition, we only consider those messages that carry senders’
intentions similarly to agent communication language (ACL). In this model,
human communication messages (for example, email, news, instant messaging,
and mobile phone SMS) are also viewed as messages exchanged between human
agents that carry senders’ intentions. This view removes many unnecessary com-
plexities in modelling agents while retaining the expressiveness to model most
agents of interest.

2.2 Personal Assistant (PA)

We now define the characteristics that capture our intuition about the roles and
behaviors of a generic PA. In 1994, Maes [2] described a PA as:

“personal assistant who is collaborating with the user in the same work
environment [...] gradually more effective as it learns the user’s interests,
habits and preferences.”

In short, the purpose of a PA is to assist its user. What it is supposed to assist
with defines its type. For example, a message handling assistant assists in its
user’s message processing. A PA also need to know how it is supposed to assist.
Intuitively, knowing the following is crucial to learning how to assist:
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1. What the user is doing.
2. What the user is going to do.
3. What the user might need later and what the user might want to do later.

In terms of the BDI theory, the above items can be described as the followings. (1)
is what the user has just intended. This can be acquired by capturing intentions
of the messages sent by the user to other objects or to the assistant. (2) describes
the user’s current intentions. (3) fits into the user’s desires. The user’s desires
can be built from the user’s recurring intentions. This intuition tells us that
intentions convey most of the information required to know how to assist the
user.

Furthermore, through the BDI theory, an agent’s intentions can be used to
deduce other mental states of the agent. For instance, the BDI model of rational
agency defines various properties and assumptions about the interrelationships
between the beliefs, desires, and intentions of agents that might be appropriate
for rational agents. Some examples are shown below:

(Int user @) = (Bel user ¢) (1)

(Int user @) = (Des user ¢) (2)

Formula (1) is called intention-belief consistency [15]. It says that an agent be-
lieves what it intends. Although not all assumptions are appropriate in every
situations [9, p.101], they can be used to deduce other mental states from the
intentions captured.

How a PA should view its user’s intentions can be captured by the following
two assumptions:

(Int user @) = (Bel pa (Int user ¢)) (3)

(Int user @) = (Bel pa ) 4)

Formula (3) says that if user intends ¢, then pa should believe that user intends
©. (4) makes the somewhat stronger assumption that if user intends ¢, then pa
should believe .

Finally, we define a PA to be a structure written as:

PA = <m5’m7‘7m’FEZ’F’ BOaIOaDO>7

where m®, m”, m" are the sets of messages that a PA can send, can accept, and

must pursue to observe, respectively. The three sets are defined by what a PA is
intended to assist with and what are relevant to it. By, Iy, and Dy are the initial
beliefs, intentions, and desires, respectively. F' is a set of functions that includes
a belief revision function, an option generator, etc.

2.3 Message Handling Assistant

A Message Handling Assistant (MA) is a type of a PA with more specific descrip-
tions of what it is supposed to do. Intuitively, we can say that an MA is a PA
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that processes incoming messages on behalf of its user. The set of messages that
an MA is interested includes communication messages that its user exchanges
with other human agents.

To process incoming messages on behalf of its user, an MA must observe
incoming messages to find out what are the intentions of the message. An MA
should view intentions of other agents differently from its user’s intention. The
following two assumptions capture how an MA should view other agent’s inten-
tions on its user:

(Int x (Int user p)) = (Bel ma (Int x p)) (5)

(Int x (Bel user p)) = (Bel ma (Bel x p)) (6)

Formula (5) says that if agent z intends wser to intend p, ma should believe
that x intends p. (6) says that if = intends user to believe p, ma should believe
that x believes p. (5) and (6) are compatible with the request speech act and
assertion speech act defined in [6], respectively.

We give a simple scenario to demonstrate how a message can be handled if
the intention of the message can be identified. Let’s suppose an MA has just
received a message, containing the following two sentences, from x for its user.

I am a customer interested in your products.
Please send me a product catalogue.

The intention of the first sentence is that the sender wants the user believe that
the sender is a customer. Intention of the second sentence is that the sender
wants a catalogue being sent from the user’s computer. These intentions can be
written as:

1: (Int = (Bel user customer(zx)))
2: (Int x (Int user send(catalogue,x))

If the MA has a belief that the user intends to send a product catalogue to
anyone who asks, the MA can intend to send a catalogue to . This rule can be
instantiated for x as:

(Bel ma ((Int x send(catalogue, x)) = (Int user send(catalogue,x))))

= (Int ma send(catalogue, x)),
where z is the sender of the message. The MA learns this kind of rules by captur-
ing the user’s intentions using formula (3) and (4), and the sender’s intentions
using formula (5) and (6).
2.4 Related Works

Recently, various email assistant systems have been developed to provide auto-
matic email classification and processing. MailCat [3] relies on text classifiers
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to classify incoming emails into a predefined set of classes. Bergman et al. at-
tempt to integrate various agents to build email and personal assistant to provide
more sophisticated services like vacant notification using user’s schedule infor-
mation [4]. However, very little efforts have been made to consider emails as
human communication and process them based on speech acts and the sender’s
intentions.

3 Extracting Intentions From Messages

In this section, we propose a model of an intention extraction function, lext,
that maps human communication messages (e.g, email) to a set of intentions.
The development of the model takes two steps. First, we use speech act theories
developed by Singh [5], Cohen and Levesque [0, 7, 8] to model a function that
maps performatives to intentions. We then discuss the use of dialog act classifiers
for extracting performatives from messages.

3.1 The Intention Extraction Function: Iext

The intention extraction function, Iext, defines a relationship between messages
and sender’s intentions. Since all sentences in a message could be put in the form
of performatives by using appropriate performative verbs [5], a sentence can be
written as a pair (a,p), where a is a performative and p is a proposition. A
message can contain several sentences. Thus, a message, m, can be represented
as an ordered set of (a;,p;), i.e., m = ({a1,p1),...,{an,pn)), where n is the
number of sentences in the message. Assuming messages are independent, we
can define intention extractor Iext as a function that maps a message to a set
of intentions:

Text : M — p(I), (7)

where M is the set of all messages and I is the set of all intentions. If we assume
naively sentence independence, lext can be defined as:

Text:S — 1, (8)

where S is the set of all sentences.

3.2 Intentions from Speech Acts

In this section, we discuss how speech act theory can be used to deduce the
message sender’s intentions. Then, we propose a simple algorithm for the in-
tention extraction function Iext(m). Speech act theory is an attempt to build
a logical theory that would explain dialogue phenomena in terms of the partici-
pants’ mental states [7]. The theory models how a speaker’s mental states lead
to communicative actions on what assumptions the speaker makes about the

hearers.
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To clarify terms used in speech act theory, let us consider an example of
speech act: “Please shut the door.” This sentence can be rewritten as “I request
you to shut the door.” Here, the performative verb used is “request” and the
proposition is “shut the door”. We can classify the speech act of the sentence as
directive illocutionary force. In this paper, we adapt the classification made by
Singh [5].

Using the formal speech act theory developed by Cohen and Levesque [6, 7, g],
we can deduce speakers’ intentions from their speech acts. For example, upon
receiving a sentence containing a request speech act and a proposition prop, we
can deduce the following mental states of the speaker using the definition of the
request action in [6]:

(Bel speaker —p A —q),
(Int speaker p),
(Des speaker ¢ q),

where ¢ is Je(Done hearer e;prop?), and p is a mutual belief between speaker
and hearer about certain conditions for the speech act to be appropriate. The in-
tuition is that when certain conditions meet (e.g., hearer is cooperative) hearer
will do an action e to bring about prop.

With their definitions, we could try to model a complete model of message
handling. In fact, various agent communication models have been developed
(e.g. KQML, FIPA-ACL) based on their speech act theory. However, human
communication messages do not have clear definitions of the sender’s intended
communication act. Using knowledge-based natural language parser is not only
too complex, but also error prone [16].

Here we propose a simple method that can acquire a sender’s intention
by adapting normative constraints for felicitous communication proposed by
Singh [5]. First, we introduce some notions to define an illocutionary force ex-
tractor function, Fext. Let A = F x Prop be the set of all speech acts, where F'
is the set of all illocutionary forces and Prop is the set of all propositions. If
a € A is a speech act, it is defined as a = (i, p), where 7 is an illocutionary force
and p is a proposition. Then, the illocutionary force extractor function, Fext, is
defined as:

Fext: S — A, (9)

where S is the set of all sentences. This function is modelled in section 3.3 using
dialog act classifiers.

Once we have the type of the speech act identified for a sentence, we can
reason what the sender’s intention is for saying the sentence. That is, if the
illocutionary force of a sentence is directive (e.g., I request you p), the intention
of the sender is to make the user intend p. If it is assertive (e.g, I inform you p),
the intention is to make the user believe p. If it is commissive (e.g., I promise
you p), the intention is to make the user believe that the sender is intending p.
If it is permissive, the intention is to make the user believe that the user can
intend p. If it is prohibitive, the intention is to make the user believe that the
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Function Text(message): Returns a set of intentions, I.

1 Setl:={}

2 Set x := Sender(message);

3 For every sentence s in message;

4 < i,p >« Fext(s);

5 If ¢ is directive, add (Int x (Int user p)) to I;

6 If ¢ is assertive, add (Int x (Bel user p)) to I;

7 If ¢ is declarative, add (Int x (Bel user p)) to I

8 If ¢ is commissive, add (Int x (Bel user (Int x p))) to I;

9 If ¢ is permissive, add (Int x (Bel user can(user, p))) to I;
10 If 4 is prohibitive, add (Int x (Bel user —can(user, p))) to I;
11  End For;

12 Return I;

Fig. 1. Intention extraction function: Iext

user cannot intend p. From this, we can formulate an algorithm for the intention
extraction function, Iext, shown in (Fig. 1). Formula (1), (2), (5), and (6) can
be used to deduce the sender’s mental states from the intentions extracted.

Once an MA acquires the sender’s intentions and if the MA is required to
satisfy the intentions, it needs know if the intention can be satisfied or not.
Singh [5] proposed a formal semantics for speech acts that provides semantics
what it means by a speech act is satisfied in term of possible world semantics. For
example, "shut the door” is whole-heartedly satisfied if the hearer knows how to
shut the door, intends to shut the door, and the door is shut by hearer in some
future after the speaker utters the speech act. In regard to an MA, a speech act
of a message is whole-heartedly satisfied if the MA knows how to bring about
the goal, intends to perform it, and performs it in some future time.

3.3 Dialog Act Classifiers

Traditionally syntactic and semantic processing approaches have been used for
dialogue act classification, but they are error prone [16] and requires intensive
human effort in defining linguistic structures and developing grammars [17].
Several statistical approaches have been proposed to overcome these problems.

Garner et al. [18] developed a probabilistic dialog act classifier. Their classifier
takes an utterance of a speaker and classifies it into one of pre-defined dialog
acts. Their classifier is simply a Bayesian:

D = argmax P(W|D")P(D’) (10)
DI

where D is the most probable dialogue act describing the illocution of a string
of certain words W. Their classifier showed recognition rate of 50% using a very
simple unigram model. They proposed to use a more involved N-gram Markov
model to improve recognition rate.

Reithinger et al. [16] developed a dialog act classifier used in VERBMOBIL.
VERBMOBIL is a translation system for face-to-face human dialog translation.
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They claim that its recognition rate for their predefined 43 dialog acts is 75%
with English dialogues. In [19], both the dialog act and the concepts of a sentence
are extracted by Bayesian classifiers. It reports that the recognition rate of 26
dialog acts is 58% on travel arrangement conversations whereas the conventional
grammar-based approach achieves the rate of 50%.

Another advantage of probabilistic approaches over traditional syntactic and
semantic processing is that no expensive and error-prone deep processing is in-
volved. Using these classifiers, we can define our illocutionary force extractor
function, Fext:

Function Fext(sentence): Returns a speech act <i, p>.
(D,c) <- DialogueAct(sentence);
p <- Proposition(sentence,D,c);
i <= Illocution(D);
Return <i, p>;

DialogAct(sentence) is a function that returns the performative of the sentence
and a concept. It can be implemented using the probabilistic dialog act clas-
sifier [19]. Proposition(sentence,D,c) parses the sentence syntactically for ar-
guments and returns a proposition. Illocution(D) is an indexing function that
simply maps performative verbs into predefined illocutionary forces.

4 Semantic Communication Framework

Much of the difficulties in messages processing is not only from the complexity
of the system itself, but also from the difficulties in interpreting human written
messages. Despite the increasing number of communication messages that users
have to handle, machine inaccessible messages virtually leave all messages to be
handled manually.

The same problem has been already recognized in Web technologies. The
simplicity of Web technology despite its successes has already caused bottle-
necks that hinder searching, extracting, maintaining, and generating informa-
tion [20]. In 1999, Tim Berners-Lee envisioned a Semantic Web after observing
the problems in Web technology. He proposed a semantic representation of data
accompanied with ontologies. Already much efforts have been made toward such
vision and several representation standards of the Semantic Web have been de-
veloped: XML, XMLS, RDF, and RDFS. Furthermore, ontology languages such
as OIL, DAML, and DAML + OIL. DAML + OIL have been proposed as the
basis of a semantic working group of the W3C [20].

On the other hand, agent communication languages (e.g., KQML, FIPA-
ACL) have been developed based on speech act theory. Speech act theory helped
defining the type of message by using the concept of the illocutionary force, which
constraints the semantics of the communication act itself [12, p.87].

Similarly, those approaches can be applied to structuring human communi-
cation messages to simplify system design. That is, if the sender’s intentions are
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Fig.2. The overall structure of Semantic Communication Framework (SCF).
This shows Smart Email Assistants (SEAs) and Smart Domain Assistant (SDA)
providing a control structure for the ontology exchange service

clearly defined and the contents of messages are machine accessible, message
processing can be much simplified.

However, forcing users to structure their messages will simply not work. For-
tunately, recent developments on ontology tools for semantic Web shows some
hope of making this approach feasible. That is, if there are tools available that
can provide free semantic mark-ups for composing messages, users can structure
their messages without much additional effort. This issue in Web page authoring
has been discussed by Hendler [21].

From this discussion, it seems clear that combining the semantic Web tech-
nology and an agent communication language might provide a solution for full
automatic message processing. The semantic Web provides both layout and se-
mantics data. Standards developed for agent communication languages can be
used to provide the overall control structure.

Therefore, we propose Semantic Communication Framework (SCF). In this
framework, MAs facilitate exchange of ontologies and Web forms between users.
Messages are also structured as semantic Web forms with constructs borrowed
from agent communication languages. Furthermore, MAs help users compose
messages with ontologies and Web forms that have been retrieved from other
users. Unlike Web servers, MAs do not run scripts in Web form, and they must
work asynchronously, on-line/off-line, and have access to local resources. The
main purpose of the framework is to vision how ontology, semantic Web tech-
nology, and agent technology can be integrated to provide automatic message
progressing and composing. The major components of the framework is shown
in (Fig. 2). In the figure, the email assistants retrieve the recipients’ ontologies
and forms in order to assist their users in composing semantic messages which
define clearly what the senders’ intentions are.



Modelling Message Handling System 63

5 Discussion

Our approach departs from current ad-hoc and application specific approaches by
developing a message handling system based on sound formal theories of human
communication and rational behavior. Our simple but general model captures an
intuitive description of the desired characteristics of a message handling system.

Interpreting a theory of rational agency on a problem to develop a generic
agent model that can be reused called agent-based or agent-oriented approach
[22]. In this paper, we apply an agency theory to a software agent description,
and also use it to characterize the relationships between a software agent and
human agents. In addition, we use speech act theory to identify appropriate
relationships between an MA, the user, and the other human agents with whom
the user interacts.

The proposed model of an intention extraction function defines how the in-
tentions of messages can be extracted without using complex knowledge-based
approaches. This function provides a new message classification framework and
vital information on what needs to be done with each message.

Furthermore, our brief introduction of a semantic communication framework
identifies fundamental problems in automatic message handling and key tech-
nologies that can be combined to provide a feasible solution for future automatic
message composing and handling systems.

6 Conclusion

We have developed a simple model of a generic message handling assistant from
an intuitive description of their characteristics and desired behaviors. The simple
model enabled us to see how intentions can be used in user modelling and how
the intentions of both the user and the sender can be used in processing messages.

From this motivation, we proposed a model of an intention extraction func-
tion that extracts intentions contained in messages. The function first converts
each sentence of a message to a tuple of (performative, proposition). The tuples
are then converted to intentions using the normative constraints for felicitous
communication proposed by Singh [5].

We further proposed a semantic communication framework which integrates
key agent and Internet technologies for composing and exchanging semantic
messages.
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Abstract. Searching for information on the Internet remains a difficult
task, despite considerable progress in search engines, such as Google. One
difficulty for many users is to formulate a suitable search query. In this
paper we propose a new interactive query refinement process that helps
the user to articulate their information needs by supporting the word
sense disambiguation of search terms as well as by dynamically generat-
ing potentially new relationships among several search terms, based on
analysing the retrieved documents.

The main functionality of our system, called WebConceptualizer, pre-
sented in this paper support the following: 1) the user’s awareness of the
different word senses of query terms. 2) to visualise a network of con-
cepts surrounding the query terms in a graph structure that allows the
user to operate at the conceptual level rather than the term level when
articulating their information need. 3) the identification of documents
whose content reflects a particular word sense rather than just the query
words as such.

Our initial experiments with the implemented prototype shows a good
accuracy in recognising the correct word sense of the main topic of the
document. The user interface has not been systematically evaluated as
yet. However, the usability seems rather good based on a verbal reports
from a few test users.

Keywords: Knowledge Acquisition, Interactive Query Refinement for
Concept-Based Web Search, Ontology.

1 Introduction

Searching for information on the World-Wide Web remains a difficult task, de-
spite considerable progress in search engines, such as Google. Support for users
in formulating suitable queries are rather limited in current search engines. An-
other weakness of current search engines concerns the appropriate retrieval of
documents which cover a number of topics, where a single topic is only discussed
in a particular section of that document. It would be desirable to segment the
document and to allow the retrieval of the various segments each covering a
single topic.

Ideally, a user iteratively refines their search queries by evaluating prelim-
inary search results and by modifying the query resulting in a more precise
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description of the user’s information need. In many cases users find it difficult
to precisely articulate their information need. An iterative process that makes
the user aware of different meanings of the search terms in different contexts
promises substantial potential for improving the current state of web search en-
gines. Furthermore, providing the user with possible additional search terms that
would identify a particular word sense of a previously entered search term is also
desirable.

Existing approaches to Web search engines that attempt to satisfy a user’s
information need can be distinguished by the following aspects:

1. What are the main measures for their approaches to web search?

2. To what extent is the context in which search terms occur in a document
taken into account.

3. How is the user-intended word sense of a search term determined, if at all?

In this paper we present our work towards addressing both of the above
problems. Our work goes beyond current approaches in the latter two of the
above mentioned aspects.

This paper is organised as follows: The following section 2 presents current
approaches to web search and analyses them with respect to the above criteria.
In section 3 our approach of conceptual search is presented. Finally, we present
first experimental results in section 4. Section 5 contains the conclusions that
can be drawn so far as well as it outlines future work.

2 Current Approaches to Web Search Engines

In the following we review the main ideas underlying current web search engines.
We will discuss the following three types of search engines and their respective
user interfaces in turn: Term-based, Taxonomy-based, and Concept-based ap-
proaches.

2.1 Term-Based Approaches

The Term-Based Approach (e.g., as used in Google [1]) considers a vector model
of documents and queries. A vector of term frequencies in both, the document
as well as the query, is used as the basis to compute similarities between a query
and the various documents available. It can also be used to compute similari-
ties between different documents. This is a well-known approach from the long-
established field of information retrieval. In the case of handling html-documents,
the term vector may also include various meta-information represented in the
html-code.
Term-based approaches tend to show the following shortcomings:

— Short and generic query terms have shortcomings to represent the user’s
information needs, since the user’s information needs are based not on words
but rather on topics being addressed in the documents.
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— Boolean queries are not very useful, as it turned out to be too complicated for
most people. The complication is caused by the difficulty of expressing the
user’s information need, which is concept-based rather then term-based. I.e.
to exhaustively express a certain concept it is often necessary to formulate
a very complex boolean, term-based, query as many terms may have a rele-
vant relationship with a single concept. Techniques, such as latent semantic
indexing [2] are targeted to address this problem. However, the success of
such techniques is limited. An interactive and incremental query refinement
process which increasingly captures the concepts relevant to the user’s infor-
mation need is very desirable.

The term-based approaches generate usually long lists of documents upon
a web search query. The performance of such an approach is usually measured by
the two quantities of recall (the fraction of relevant documents actually presented
in the list to the user) and precision (the fraction of relevant documents in the
list of retrieved documents).

2.2 Taxonomy-Based Approaches

The goal of taxonomy-based approaches is to resolve the information-overload
problem, caused by a usually long list of retrieved documents in a term-based
approach, by providing a set of document clusters (or categories) and organising
them in a hierarchical structure. According to which topical theme these clus-
ters are formed is either determined by a term taxonomy provided by human
experts or is dynamically determined on the basis of the retrieved documents.
Advantages and disadvantages of each way of forming topical themes is discussed
below using the examples of NorthernLight and Grouper.

One of the early taxonomy-based approaches are web catalogues, such as
Yahoo [3], which consist of a huge human-classified catalogue of documents which
can be browsed through by following a pre-defined hierarchical structure. The
assignment of documents to the appropriate category is accurate only in the
context the human classifier assumed. Not only the number of documents on the
web grows rapidly they also change their content. Furthermore, new relationships
between terms emerge over time which require an re-categorisation of already
manually categorised documents. E.g. the concept of travel agent may now also
include an automatic web agent that can book a trip - not only the traditional
human travel agent.

An alternative approach to manage the ongoing growth of Web is to take
the help of Web users, such as the Open Directory Project (ODP) [4], where
everyone is invited to contribute by providing new categories and classifying
documents.

Both systems allow to query for related categories. It allows a user to start
from somewhere relatively close to the appropriate category in the taxonomy
and end up at the appropriate category after some search.



68

Seung Yeol Yoo and Achim Hoffmann

However, they still have following limitations:

— The manual update, in Yahoo, is not fast enough for World-Wide Web and

its dynamic nature. On the other hand, in the ODP, the fact that many
users contribute to it and that there will be many different views of what is
a sensible grouping as well as different understandings of involved concepts,
the ODP does not represent a universally usable catalogue.

Even within a single organisation it is often difficult to find agreement on the
boundary of certain topics and terms among different users, not be to a user
outside of the organisation. For example, someone considers “Agent” as “a
representative (person) who acts on behalf of other persons or organisations.”
On the other hand, someone will include “Soft agent” in their understanding
of “Agent”. Thus, conceptual abstractions will only be appropriate in a given
context or set of contexts.

In ODP, it is not easy to identify relevant categories as query result because
the categories have static category descriptions. Ideally, each category would
extract a dynamic category description from the meta-data of included doc-
uments. For example, when the user queries for “Agent” coming from the
“Data Mining” category, a new category should be created and connected
to the related pre-existing categories.

The category structure is static. If some parts (i.e. meanings in certain con-
texts) of a category change, the connections among categories may need to be
changed as well. For example, initially “Agent” has no connection with “Mo-
bile Computing”. But when “Mobile Agent” related documents are added
to the “Agent” category, a new connection between “Agent” and “Mobile
Computing” should be created.

Another approach consists of automatically creating a hierarchical view of

a ranked list, such as in the Scatter/Gather System [5], WiseNut [6], Vivisimo [7],
NorthernLight [3], or Grouper [9, 10]. Their goals are: 1) to create a hierarchical
view automatically for each query, 2) to assign only relevant documents for
a query into each category at run time, and 3) to provide a user interface which
allows iterative and hierarchical refinement of the search process.

— Scatter/Gather System [5]: It allows a user to select one or more categories

and to re-cluster them in an iterative and hierarchical manner. A category
can be subdivided into more fine-grained categories in order to be manage-
able for browsing. However, because the re-clustered categories do not con-
sider the terms’ dependencies, they show poor semantics and the re-clustered
sub-categories do not reflect their relationships with the other categories. For
example, let us assume a user starts his query with “AI” and “Database”
categories, and they share some documents about “Data Mining”. When he
re-clusters the “AI” category and obtains, among others, a “Data Mining”
sub-category, the “Data Mining” sub-category should be connected with
both, the “AI” category as well as the “Database” category.

NorthernLight [8]: It performs a semi-post-retrieval clustering, based on
a static, manually constructed hierarchy of topics, which again has the prob-
lem of untimely updates. It indexes documents by classifying each document
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against multiple topic tags from a 20,000 terms’ subject hierarchy manually
developed by librarians. To cluster query-matched documents, it tries to ex-
tract the most important topic tags among the query-matched documents.
The extracted topic tags become the result categories. The importance of
topic tags is assessed based on the occurrence frequencies of terms in the
documents.

However, the NorthernLight approach suffers from the following weaknesses:

1. The sub-categories which NorthernLight uses are, at least for technical or
scientific queries, often not well chosen, only a fraction of those categories
are often adequate.

2. the manually constructed hierarchical topic-tag structure does not con-
sider all the relevant semantic connections between categories. As a con-
sequence semantically linked categories cannot be reached by following
the offered sub-categories.

3. documents which cannot easily be assigned to a single specific category
are usually assigned to a very general category. This makes the retrieval
of those documents difficult as there are too many documents associated
with those broader categories.

4. the query results are too much dependent on the order of query term
combinations. For example, a query of “Intelligent Agents” returns 4,402
items. In contrast to that contains the result for the initial query “Agent”
a sub-category “Intelligent Agents” which has only 486 items.

This phenomenon is due to the fact that documents in the hierarchical cat-
egorisation are mostly only categorised into a single category, hence leaving
those documents out which fall into the competing sub-categories at the
same level. See also Figure 1. This is common problem of taxonomy-based
approaches.

Grouper [9, 10]: Tt executes a query-focused post-retrieval clustering, rely-
ing on automatic detection of phrases from retrieved documents to group
search results. Grouper’s principal idea is the “User-Cluster Hypothesis”:
“Users have a mental model of the topics and subtopics of the documents
presented in the result set: similar documents will tend to belong to the
same mental category in the users’ model. Thus the automatic detection of
clusters of similar documents can help the user in browsing the result set.”
To identify suitable clusters, it is generally assumed that “documents on the
same topic will share common phrases.” Grouper II [10] generates interac-
tively a hierarchical structure by providing dynamic indices for non-merged
phrase clusters. The major problems of this approach lie in the fact that the
resulting groupings are much less than the one ideally being formed. Tech-
nical reasons for that seem to include the fact that the dynamic indices do
not support any contextual information to assist the user in their selection.
Furthermore, just matching phrases is not enough to discover the semantic
similarity among documents as it is not clear how important a particular
phrase for the content of a document really is.
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Agent Agent

Software Agent Travel Agent Software Agent Travel Agent

Intelligent Agent &N&\\\&

Fig.1. The problem of using hierarchical categories and phrase matching. In
the left hand image the entire grey area is retrieved upon the initial query of “
Intelligent Agent”. In the right hand image the retrieved documents are shown
only in the grey area in the middle. The shaded area on the left and right is
categorised into “Software Agent” and “Travel Agent” and hence not found
under the sub-category of “Intelligent Agent”

3 Our Concept-Based Approach

More modern approaches in Information Retrieval have started to consider term
dependencies to achieve better retrieval results. They represent such term de-
pendencies as a vector model. For example, a context vector for a term ¢ can be
generated by using the terms occurring close to term ¢ in a text, see e.g. [11, 2],
[12, 13], or [14].

3.1 Owur Approach

Our approach goes beyond the work discussed above. We support an interactive
and incremental querying process: The objective is to have a user-system in-
teraction where the system reflects the content of actually available documents
and guides the user to refine their search query to an extent that results in far
superior quality of the eventually found documents. This is somewhat similar to
NorthernLight or Grouper but it is not limited to terms. It rather operates on
the conceptual level.

The rationale behind it is that even experienced users are unable to formulate
sufficiently precise queries as they are not aware of all the documents and the
different ways search terms are used in different contexts in documents.

This is envisaged to be achievable by allowing the user to browse through
a comprehensive network of terms and their different word senses in which it
is possible to refine the articulation of the user’s information needs resulting in
a manageable number of retrieved documents.

Interactive Conceptual Query Refinement Our approach aims at allowing
an interactive session with the user where the user articulates their information
needs in form of increasingly detailed queries. This is supported by providing the
user with information concerning the various possible meanings of query terms
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as well as information about the associated documents. The user has access to
the related documents to allow them to verify what meaning of a term they are
really interested in.

The main functions we provide in the current implementation are the
following;:

1. A starting point for the conceptual search by disambiguating query terms. In
our approach the user is guided towards expressing their information needs
in concepts and their relationships, rather than in often ambiguous terms.
To start off this process for the initial query terms all different word senses
listed in WordNet [15, 16] are used to build an initial concept graph. To
provide a visual representation of the concepts and their relationships (it
is originally textually represented), we employ a graphical depiction of the
mathematical lattice based on Formal Concept Analysis [17, 18]. Each node
in the lattice represents a concept. The visual interface allows the user to
modify the displayed concept structure by using operators, such as concept
deletion, concept combination, or concept separation.

2. The query terms are interpreted at the conceptual level (Synsets in WordNet)
and incorporated into the conceptual model of the user’s information need.

Formal Concept Analysis (FCA) is used to construct a context-based and
data-centred model of the concepts surrounding the different word senses of the
query terms. The lattice-based conceptual structure can provide a meaningful
and comprehensible browsing structure. The mathematic background of Formal
Concept Analysis is provided in detail in [17, 18].

4 Experiments

The following sample session shows how a user can use our WebConceptualizer to
view and browse the different word senses of the query terms and supplementary
information.

4.1 Sample Search Session

Firstly, when the user inputs query terms, the terms are passed to the text pre-
processing module to filter out stop-words, to obtain the stems of key-words,
and to get the syntactic category (possible parts of speech) of the stems.

For instance, the input term “Java” has three senses (land, coffee, and pro-
gramming language) and, each sense (Synset on WordNet) has its own descrip-
tion. Each description consists of a list of synonymous words, definitions, as
well as pointers that describe the relations (e.g., hypernym/hyponym) between
a sense and other senses. The semantic relations among the concepts are rep-
resented in a lattice structure as in the window in the upper left-hand corner
of Figure 2. Each node, in the lattice structure, is a Formal Concept keeping
its own contextual information. A path, from “Top” node to “Bottom” indi-
cates a sequence of increasingly specialised concepts, each being a subconcept of
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Fig.2. Our concept-based user interface

the concept associated to the preceding node above it. For example, the “Java”
node is the generalised concept for both “Java (island)” and “Java (coffee)”.
Conversely, “Java (coffee)” is the specialisation of concept “Java” in Figure 2.
This concept graph can be changed by adding or deleting a sense of a term, i.e.
adding or deleting a node in the graph. The various paths going through a node
are automatically generated (in case of node addition) or rerouted/deleted in
case of a node deletion.

Finally, the constructed graph, reflecting the user’s information need at the
conceptual level (with selected word senses of search terms), can be stored in
a semi-structured RDF format at the user’s request. For example, the description
of concepts and their relationships over the term “Java” with respect to “pro-
gramming language” can be stored as a concept structure for the user about
“Java”. The stored concept structure can be reused for later searches. As it does
not depend on temporary data such as traditional bookmarks or user profiles
but rather on the conceptual description of the user’s interests, it can be re-used
in a more general way. For example, a bookmark can retrieve only an html-
document via a fixed URL, but conceptual descriptions can be reused for the
identification of conceptual similarity for new html-documents.

To illustrate this, let us assume that another interest of the user concerns
“Education” related documents, and he wants to restrict the meaning of “Java”
to the sense of “programming language”. As the user already had predefined and
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stored knowledge through a previous search session about his interest in “Java”,
he can reuse that knowledge. In WordNet, “Java” and “Education” do not have
any lexical connection, which is a limitation of WordNet but should not impede
the capabilities of our tool.

However, not all relevant relationships can realistically be predefined. For
example, “Java” (as programming language) may be an educational course, but
“Java” (as coffee) cannot be (at least much less likely). Therefore, a good re-
trieval system should allow the user to make word-sense specific decisions. In
our WebConceptualizer, the user can instantiate the connections between two
concepts by using the mentioned concept operations.

Our current implementation offers the following features and information (see
Figure 2):

1. The different word senses of the query terms (obtained from WordNet) in
the upper right sub-window in Figure 2.

2. The concept graph allowing manipulation by deleting/adding conceptual
nodes (word senses) as well as combining different concepts by logical oper-
ators. (See upper left sub-window in Figure 2.)

3. “Html Summary” which summarises the header part of the document, and
extracts keywords used as hyper-link labels or highlighted words (e.g., head
titles, words in boldface). See the bottom right sub-window in Figure 2.

4. “Content Structure” which analyses the syntactic structure of html tags,
such as a header title and its sub-header titles which have a semantic re-
lationship within the document. An example is shown in the bottom right
sub-window in Figure 2.

5. “Query Terms” which provide a set of candidate keywords extracted from
the documents based on word frequency. By using those keywords in the next
query refinement the articulation of the user’s information need can be made
more precise. Those additional keywords can also expand the conceptual
graph in the upper left sub-window.

6. The system also provides a measure of conceptual matching between a node
in the conceptual graph and the retrieved documents. This is discussed in
more detail in Subsection 4.2.

4.2 Experimental Results on Topic Recognition

For each of the 10 sample documents about “Java” the list below show the man-
ually determined main topics (determining the different word senses of “Java”):
For example, H1’s main topics are “Programming Language” and “Coffee” and
H6’s main topics are “Coffee” and “Island”.

Programming Language: H1, H2, H3, H4, H5, H9
Coffee: H1, H3, H6, H8, H9, H10
Island: H1, H2, H3, H6, H8, H9, H10
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Table 1. Similarity Measure of the various documents and the shown word
senses of “Java”

Program(%) Coffee(%) Island(%)
H1 77.62 48.26 47.1

H2  4.62 11.63  88.37
H3  383.33 33.9  59.32
H4  95.65 48.89 51.11
H5  93.75 44.8 46.4

H6  22.22 40.7,  59.26
H7  ASP ASP ASP

H8  18.18 27.08  64.58
H9  90.79 14.81  44.81
HI10  47.62 85.83  14.17

Table 2. Conceptual Similarity Measure of document

Broadcast(%) Course(%) Software(%)

H1 55.17 37.14 53.57
H2 60.0 30.51 60.0

H3 78.35 19.53 56.76
H4 37.5 48.87 53.12
H5 52.0 48.0 38.46
H6 18.4 54.55 44.86
H7 50.93 39.83 58.41
H8 36.54 18.09 81.72
H9 44.44 24.6 73.5

HI0  45.83 31.4 66.28

For each document their conceptual similarity for those three topics are cal-
culated as shown in Table 1. The numbers show the calculated degree of match
between the various word senses and the main topic(s) being discussed in the
document. The italic numbers indicate that the corresponding topic is discussed
in the document (as determined manually) while the boldfaced italic numbers
indicate the manually determined main topic or main topics of the documents.

In Table 2 we see results for the three word senses of “program” (in broad-
casting, in educational courses and in computer programming).

In our current implementation, the entire document is used for the concep-
tual similarity calculation by using the information on the different word senses
in WordNet. Even though, the similarities are calculated on the basis of the
entire document, main topics from those html-documents in Table 1 were recog-
nised with a precision of 88%. For the 10 documents in Table 2 main topics
were recognised in 80% of the cases. While this is not a systematic or rigorous
evaluation it provides some evidence that a reasonably accurate recognition of
the user word sense in t document topic can be recognised successfully.
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The main topics in H1, H3, H4, H5, H6, H8, H9 and H10 were successfully
identified. H7 is a document which was generated by ASP, and we are currently
unable to process such documents. Hence, the only failure to identify the main
topic correctly occurred in H2. In case of H2, the terms “coffee” and “island” are
frequently used together with the term “Java”, however they are domain jargon
in the “programming” domain. For example, in “Java coffee”, the combination
of “coffee” cannot affect the original word sense of “programming language” of
“Java”.

We found it rather easy for the user to browse the conceptual hierarchy as
shown in the graph to refine the search query to reflect the information need
more precisely.

5 Conclusions and Future Work

In this paper we discussed the limitations of previous approaches to more in-
telligent web search and browsing facilities (term-based and taxonomy-based
approaches). The novelty of our approach lies in a new user-interaction model
for a concept-based web search. Our approach allows to exploit conceptual de-
pendencies in the process of querying for and the automatic categorisation of
documents. Documents are selected on the basis of conceptual similarity rather
than term-based similarity. The user is supported in specifying the specific sense
of an entered search term which in turn is evaluated on the basis of the associ-
ated terms indicative for the chosen word sense of the term ¢ rather than merely
the occurrence the involved term t as other approaches do.

In this paper we present the ideas of an advanced user interaction model for
web search. The necessary techniques to automatically produce highly accurate
categorisations and to produce semantically appropriate related terms etc. are
still under further development. We believe that the presented ideas as well as
the current prototype implementation of WebConceptualizer are inspiring and
stimulate constructive discussions.

Future work will investigate the applicability of statistical approaches to iden-
tifying new terms indicative for a certain concept from a collection of documents
rather than from a static source, such as WordNet. A successful technique will
allow to keep up to date with the latest developments of term usage as well as the
development of new concepts being discussed in web documents. Furthermore,
it will also ensure a more complete coverage of concepts than a source, such as
WordNet, is currently able to be.

Another issue of interest for our further research is the observation that the
scope of the context of an individual term occurrence is not necessarily the en-
tire document: Even though the entire document is what is being classified, it
does not mean that the frequencies of terms over the entire document should be
used to classify the document, since the document may describe several topics.
By extracting only the relevant document segments (i.e. paragraph, sentence,
words), one would expect a more accurate classification of documents. For ex-
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ample, traditional methods, such as Inverse Document Frequency and Deviation
Measure of Terms, can be applied to the context-focused partitions for retrieval
performance.
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Abstract. The core of the study into the semantic web is ontologies.
Ontologies have been actively studied in many areas for a long time.
There has been a great deal of effort reported in building ontologies. In
the study of a semantic web, the ontologies are constructed using the
RDF Schemas and OWL Capabilities. The RDF Schemas and OWL
Capabilities can deal with the many relationships that occur when on-
tologies are constructed, but it is not inadequate for managing spatial
relations. This paper defines the new axioms for representing the spatial
relations based on the Description Logic as a web ontology regarding
nations was built. The ontology was then represented using the OWL.

1 Introduction

As the web advances, users want a more semantic information search. For a semantic
search, ontology is very important in the study of the semantic web. Many studies
regarding ontologies involved developing methods for building ontologies as well as
the various markup languages for expressing the web ontologies. Although there are
many methods reported for assembling web ontologies over the last five years, they
are still inadequate for constructing the perfect web ontologies.

In the study of ontologies, careful consideration should be paid to the accurate
classification of the specific item and the adequate way for representing the relations
that occur among concepts when the domain ontologies are constructed. When the
relationships among the concepts are built, various other relationships occur. Re-
cently, there was an attempt to build web ontologies using the OWL Capabilities
based on Description Logic[1,2].

This paper emphasizes the importance of spatial relationships for constructing the
web ontologies, and suggests a method for representing the spatial relationships.

T.D. Gedeon and L.C.C. Fung (Eds.): AI 2003, LNAI 2903, pp. 77-87, 2003.
© Springer-Verlag Berlin Heidelberg 2003
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This paper is organized as follows. Section 2 explains the related works on the
Semantic Web, the Markup Languages, Description Logic and Spatial Description
Logic[3][4][5]. Section 3 shows a representation of the spatial relationships, and
expresses the spatial relationships using the OWL language. Section 4 illustrates the
propriety of our suggestion. Finally, conclusion and future works are presented in
section 5.

2 Related Works

2.1 Semantic Web and Ontologies

The current web aims to expand the quantity but the semantic web, known as a trust
web, means an expansion of quality. The semantic web appears correct to be called an
evolution of the web than calling it a reformation of the web. Tem Berners-Lee who
proposes the semantic web said that The Semantic Web is an extension of the current
web in which information is given a well-defined meaning, better enabling computers
and people to work in cooperation[3]. The Semantic Web will enable intelligent
services such as information brokers, search agents, information filters etc. Such
intelligent services on the knowledgeable web should surpass the currently available
versions of these services, which are limited in their functionality, and only work as
stand-alone services that do not interoperate.

Two things constituting the semantic web are ontology, which represents the se-
mantic constitution, and markup language, which represents well-defined informa-
tion. Humans and machines should communicate with each other in order to realize
the semantic web to process and interpret information. The languages for representing
information are XML for representing information structures and RDF, DAML, and
OWL for representing the information meaning, have been developed and standard-
ized in various ways using W3C[1, 2, 3, 15].

2.2 Description Logic

Description Logics are considered to be a structured fragment of predicate logic. The
basic types of a concept language are the concept, roles, features, and the individual
constants. A concept is a description gathering the common properties among a col-
lection of individuals. Inter-relationships between these individuals are represented
either by means of the roles or the features. The individual constants denote the single
individuals. According to the syntax rules in table 1, concepts (denoted by the letters
C and D) are built out of atomic concepts (denoted by the letter 4), roles (denoted by
the letter R), and features (denoted by the letter P), and individual constants (denoted
by the letter @). The roles are built from the atomic roles (denoted by the letter 7)) and
features [8].

Description Logics can support a definition language for role expression of the
concepts and represents complex concepts and relationships from simple concepts
and relationships. The concept is the same as the class and individual relation. De-
scription Logics are used for database schema to represent structure information. In
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addition, Description Logics are fundamental to RDF/RDFS/OIL/DAML/OWL. Ta-
ble 1 shows the constructor, syntax and semantics in using Description Logics.

Table 1. Constructor, Syntax and Semantics of Description Logic

Constructor Syntax Semantics

Concept A =y

Role name R RS A'x A

Conjunction cnND c'np'

Value restriction VR.C XEAN|Vyay)ER =yECY
Existential quantification | IR Xe AN|Vyxy €ERY

Top T A

Bottom i 0

Negation(C) -A—-C A\

Disjunction(U) CUD Cc' UD!

Existential restriction(E) | dR.C XeEAN| Jyay) ERNyEC)
Inverse role R {(vx) | (xy) € R

2.3  The Description Logic ALO(D)

ALA(D) is an extension of the well-known Description Logic ALL by the so-called
concrete domains. First, a concrete domain is specified [5].

Concrete Domain
A concrete domain @ = (dom(®D), pred(®D)) consists of

= a set dom(®D)(the domain), and
= a set of predicate symbols pred(D).

Each predicate symbol p € pred(®) is associated with an arity n and 72—
ary relation 22 S dom(®)”

Definition of 2L0(D)
Let N¢, Ni, and Ny be disjoint sets of concept, role, and feature names. The set of
ALA(D)-concepts is the smallest set such that

1. every concept name is a concept and

2. if C, D are concepts, R is a role or a feature name, P € pred(®) is an n-ary predi-
cate name, and uy,...,u, are feature chains, then (CuD), (CtD), (—C),(vR.C),(
dR.C), and P(u,...,u,) are concepts.

Concepts of the form P(u,...,u,) are called predicate restrictions, and concepts of the
form (VR.C)(resp.( 3R.C)) are called universal (resp. existential) value restrictions.
In order to fix the exact meaning of these concepts, their semantics are defined in the
usual model-theoretic way.
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Interpretation
An interpretation 7= (A/,"') consists of a set A’ and an interpretation function -’. The
sets A? and A’ must be disjoint.

The interpretation function maps each concept name, C, to a subset, C’ of A, each
role name, R, to a subset R’ of A’ xA’, and each feature name f'to a partial function f?
from A to A” u A’ where f (a) = x will be written as (a,x) /. If u=f; ... f, is a feature
chain, then u’ denotes the composition, f[1 o st o f[H, of the partial functions, f11
f/,. The semantics of the concept terms in 4L((D) can then be extended as follows :

(Cc D'=c'nD’

(c p'=ctup!

-O'= AN !

(GROI={ac A'| abe A (ap) e R'AN be C'}
(VRO'={aeA| Vb (ah)e R > be C'}

GGy, -, u.P'={acsA| 3x, -, x, e A?:(a, x) € u' | A=A
(a, x,) € u'y Nxy,o,x,) € PP

2.4  The Description Logic 2£((Drcc8)

The Region Connection calculus RCC-8[6][7][8] is a language for qualitative spatial
representation and reasoning where the spatial regions are regular subsets of a topo-
logical space. The regions themselves do not need to be internally connected i.e. a
region may consist of different disconnected pieces.

As the concrete domain in ALA Dyeces), APees 18 the set of all the non-empty regular
closed subsets of the topological space R*. @ ?,..s is obtained by imposing a union,
intersection, composition and converse operations over the set of the elementary
binary relationships between the regions i.e.(PO, NTPP, TPP, EQ, TPP", NTPP™,
EC, DC) where the intended meaning of the elements are respectively Proper Over-
lap, Non Tangential Proper Part, Tangential Proper Part, External Connection, and
DisConnected. Fig. 1 shows some elementary relationships between two regions, X

o olooISIc

DC(X, Y) EC(X, Y) TPP(X, Y) TPP-1(X,Y)
PO(X, Y) EQ(X, Y) NTPP(X, Y) NTPP-1(X, Y)

Fig. 1 Examples for the eight base relationships of RCC-8
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3 Defining the New Axioms for Representing
the Spatial Relationships Based on Description Logic

Many relationships occur when web ontologies are constructed. The spatial relation-
ships of the variety relation also take place quite often. The main idea of this paper is
to handle the spatial relationships that occur when web ontologies are constructed.
The existing methods for representing the relationships do not have the capability to
manage the spatial relationships.

In order to deduce the relationships between the spatial regions, ALCRP(D) was de-
veloped by extending the DL _4£C(@). It provides a foundation to support the spatio-
terminological reasoning with DLs[9][10].

This paper defines the new axioms for representing the spatial relationships based
on the ALCRPD) and uses them construct web ontologies. There are many spatial
relationships. Fig.2 shows the hierarchy of the spatial relationships.

‘ spatial relations ‘ [ ] - disjoint
I:D - touching

- s_overlapping

- t_contains

- s_contains

‘ disjoint ‘ ‘ connected ‘ %

‘ g_contains ‘ g_inside g_overlapping
t_contains ‘ ‘ s_contains ‘ ‘ equal ‘ ‘ t_inside ‘ ‘s,inside‘ ‘s,overlapping‘ ‘ touching ‘

Fig. 2. The hierarchy of the spatial relationships

However, it is too difficult to define all the spatial relationships. Therefore, two spa-
tial relationships, which are ‘disjoint' and ‘touching', are basically defined.

This section introduces the concept that the ALCRP@D) is more suitable for de-
scribing the spatial relationships. Using ALCRP@D)s role-forming predicate-based
operator, a set of complex roles can be defined based on the mentioned RCC-8 S,
predicates. Subsequently, ‘disjoint’ and ‘touching' could be defined as follows:

Disjoint = d(has_area)(has_area).dc
Touching = J(has_area)(has_area).ec

where has_area is the feature to relate abstract individuals. Fig. 3 illustrates the
spatial domain and abstract domain regarding the ‘disjoint' and ‘touching' relation-
ships.

The ‘dc' and ‘ec' predicates of RCC8 can be represented as follows:

C(X], Xz) dx x€X1 N X2

DC(X], Xz) —dx XeXl N Xz
EC(Xi, Xz)  C(Xy, Xp) A—3x xE[1Xi N X,
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Defined roles ( disjoint ) Defined roles ( touching )

Individual - 1 Individual - 2

Individual - 1 Individual - 2

Abstract Domain

has_area has_area

has_area

\ \ Spatial Domain
Region - 1 Region - 2 Region - 1 Region - 2

TN

Spatial predicates ( dc ) Spatial predicates ( ec )

has_area

Fig. 3. The spatial and abstract domain regarding ‘disjoint' and ‘touching'

The RCC language contains only one primitive predicate C(X, Y), which repre-
sents ‘region X, is connected with region Y'.

In above contents, the spatial relationships that occur between the regions are rep-
resented. This paper, defines new axioms regarding the ‘disjoint' and ‘touching' rela-
tionships, which occur among the concepts based on ALCRP@D) are used when con-
structing web ontologies.

New axioms of the ‘disjoint' and ‘touching' are represented as follows:

s_disjointWith = J(concept 1)(concept 2).dc
s_touchingWith = J(concept 1)(concept 2).ec

The new axioms — ‘s_disjointWith' and ‘s_touchingWith' make it possible to represent
the spatial relationships when each concept has a spatial relationship. The necessity of
the new axioms, which are defined above, are proven using an example that is the
steps of building a web ontology for nations.

These are the steps of building a web ontology for nations.

Step 1: Collect all the concepts regarding the nations.
(ex) Asia, Africa, Europe, America, Korea, China, Japan, London, etc...

Step 2: Classify the collected concepts.

Nations

‘ Europe ‘ ‘ America ‘ ja | eeeeeeeees

—» - subClassOf ‘ Korea ‘ ‘ Japan ‘ ‘ China ‘ ---------- Taiwan
1 - s_disjointWith 1
2 - s_touchingWith 2

Fig 4. The classification of the concepts regarding nations
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Step 3: Define the relationship between concepts using the existing representation
method.

e  Most concepts that are represented in above Fig. 3 are possible to define use of
‘subClassOf relationship.

Step 4: Find the new relationships that cannot be defined using the existing method
only.

e  The relationships — ‘Korea<>China', ‘Korea—Japan', etc, need the new relation-
ships for defining the concepts.

e In this step, the newly occurred relationships can be represented using the new
axioms that is defined in the ‘s_disjointWith' and ‘s_touchingWith'.

e According to the Fig. 5, the relationship among Korea, China, and Japan can be
defined.

Step 5: Build a complete web ontology on the nations using the new axioms.

In above example, the occurrence of spatial relationships is inevitable and the plan
for representing the spatial relationships is essential for constructing more perfect
web ontologies. Therefore, ways of representing the spatial relationships should be
undertaken in the future.

4 The Representation of the Spatial Relationships
Using New Axioms

The purpose of this section is initially to add the ‘s disjointWith' and
‘s_touchingWith' to the OWL axioms and build the web ontology on the nations
using the OWL language.
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Table 2. An example that is nations.owl

<?xml version="1.0" encoding="UTF-8"?>
<rdf:RDF xmlns:rdf="http://www.w3.0rg/1999/02/22-rdf-syntax-ns#"
xmlns:rdfs="http://www.w3.0rg/2000/01/rdf-schema#"
xmlns:ow]="http://www.w3.0rg/2002/07/owl#"

<owl:Class rdf:ID="Nations">
<rdfs:subClassOf rdf:resource="http://www.w3.0rg/2002/07/owl#Thing"/>
</owl:Class>

<owl:Class rdf:ID="Europe">
<rdfs:subClassOf rdf:resource="#Nations"/>
</owl:Class>
<owl:Class rdf:ID="America">
<rdfs:subClassOf rdf:resource="# Nations "/>
</owl:Class>
<owl:Class rdf:ID="Asia">
<rdfs:subClassOf rdf:resource="# Nations "/>
</owl:Class>
<owl:Class rdf:ID="Africa">
<rdfs:subClassOf rdf:resource="# Nations "/>

</owl:Class>
<owl:Class rdf:ID="Korea">

<rdfs:subClassOf rdf:resource="#Asia"/>
<owl:s_disjointWith rdf:resource="#Japan"/>
<owl:s_disjointWith rdf:resource="#Taiwan' />
<owl:s_touchingWith rdf:resource="#China" />

</owl:Class>

<owl:Class rdf:ID="Japan">
<rdfs:subClassOf rdf:resource="#Asia"/>
<owl:s_disjointWith rdf:resource="#Korea'/>
<owl:s_disjointWith rdf:resource="#China"'/>

</owl:Class>

<owl:Class rdf:ID="China">
<rdfs:subClassOf rdf:resource="#Asia"/>
<owl:s_disjointWith rdf:resource="#Japan"/>
<owl:s_touchingWith rdf:resource="#Korea"/>

</owl:Class>

<owl:Class rdf:ID="Taiwan">
<rdfs:subClassOf rdf:resource="#Asia"/>

</rdf:RDF>

The above nations.owl routine attempts to express the nations ontology using the
OWL language. Most of the concepts, properties and relationships of the ontology on
nations can be represent easily using the OWL Capabilities. The main focus is to
represent the spatial relationships in this example. The new axioms, ‘s_disjointWith'
and ‘s _touchingWith', are defined and applied. The ‘s disjointWith' and
‘s _touchingWith' will be very useful for building web ontologies.

There is a great deal of multimedia data in the web. The retrieval and representa-
tion of multimedia data will be a good issue as the semantic web progresses. There-
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fore, this study regarding representation of the spatial relationships will be a core part
for building the multimedia data ontology.

5 Conclusions and Future Works

This study attempted to represent the spatial relationships, and defined new axioms,
‘s_disjointWith' and ‘s_touchingWith'. These axioms were applied to construct the
web ontologies. The result of this study shows that if new axioms are used for build-
ing web ontologies, the representation of the spatial relationships will easier and more
flexible. It can be expected that a study on extending the representation of the spatial
relationships will be a remarkable part for constructing the perfect web ontology.

More research on the representation of the spatial relationships will be needed in
the future. A future study will aim to define more complex spatial relationships and
make many more spatial axioms.
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Abstract. We present an approach to representation and structuring
of theories and ontologies based on a formalism of propositional logic
programs. Formal concept analysis is adopted to identify structure in
theories. This structure, in the form of conjunctive concepts and the re-
lations between them, is used for representation change in theories based
on feature construction and iterative program transformation. Ontolo-
gies are represented as sets of propositional definite clauses containing
named concepts having a superclass—subclass relationship derived from
a concept lattice built using formal concept analysis. Logic programming
methods are used to incrementally construct and revise such ontologies.
An information compression measure is used to guide the operation of
structuring theories and ontologies. The clauses defining the ontology
are proved to preserve the relationships which hold between formal con-
cepts in the concept lattice. This framework enables inheritance inference
not possible from the structured theories alone. Experimental results are
presented from an application to a sample of descriptions of computer
science academics’ research interests and a reconstruction experiment on
randomly generated theories with added noise.

1 Introduction

At one extreme, general ontology projects seem to have some distance to go
before attaining their goals, for example capturing most of everyday human
knowledge. At the other, it is questionable how useful very narrowly-focused
domain- or application-specific ontology projects will be. Although they may be
sufficiently small to be built by domain experts and knowledge engineers, this
can be a time-consuming process. Certainly they are likely to be limited in inter-
operability, i.e. usage in combination with other ontologies. Since this capability
is usually cited as a goal of ontology construction [12] it seems likely that such
efforts can be only partly successful. Therefore some middle ground between
maximum coverage, which appears to be unattainable, and maximum specificity,
which appears too limited to meet the requirements for an ontology, would seem
to be a desirable objective. This suggests that methods of automating ontology
construction may be useful and may be a suitable area for the application of
machine learning.

T.D. Gedeon and L.C.C. Fung (Eds.): AT 2003, LNAI 2903, pp. 88-99, 2003.
© Springer-Verlag Berlin Heidelberg 2003
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1.1 Background

Formal Concept Analysis (FCA) is one approach to identifying structure present
in domains. Introduced by Wille (see [3] for an overview), FCA is based on
a complete lattice of all formal conceptsin a domain. A concept in this formalism
is an ordered pair of sets, one a set of attributes or descriptors of the concept,
the other a set of object indices denoting all instances of the concept in the
domain. The set of descriptors of a concept is the maximal set common to all
the instances of the concept. These concepts form a partial order from which
a concept lattice is constructed.

FCA has proved to be useful in exploring the conceptual structure of a do-
main, for example in a graphical representation or via a browser interface.
A drawback of FCA, however, is that it does not allow for the introduction
of concept names as new intermediate-level terms. This is necessary for re-use of
conceptual structures, so that they may be referred to by name, e.g. to be used
in incremental learning or theory revision.

Inverse resolution is a technique from Inductive Logic Programming (ILP) [3].
It comprises operators based on inverting the resolution rule of deductive infer-
ence. A key aspect of inverse resolution is the introduction of theoretical terms,
additional to the observational terms given a priori for the domain. These theo-
retical terms are combined with observational terms to enable the construction
of hierarchical concept definitions.

In [1] inverse resolution and FCA were combined in a method to identify
potentially interesting and useful concepts in a concept lattice and revise the
underlying formal context and the lattice it generates to invent new descriptors
and extract their definitions. The approach was developed using FCA and inverse
resolution operators for both a theory and its lattice.

Results with a system called Conduce which is an implementation of this
method showed that it could be applied to both unsupervised and supervised
learning problems. In unsupervised learning the task is to recover implicit classes
in the data and organise them into structured relationships. For classification
(supervised learning) the system can find new features which, when added to
the attribute set of a decision-tree learner, can improve the predictive accuracy
of the induced classifier.

1.2 Motivation

We propose augmenting a knowledge-base by the use of a hierarchically struc-
tured taxonomy or ontology which contains concept names and the relations
between them. One advantage could be to simplify querying such a knowledge
base. If queries may contain intermediate-level terms they can be much more
compact than would otherwise be the case. For example, instead of searching for
things with “beak, tail, two legs and wings” we could query on “bird”.
Although Conduce [1] can take a “flat” theory and structure it, the new
concept names introduced in this process stand in an inverse relationship to



90 Michael Bain

each other, in terms of the call-graph dependencies, to the “natural” taxonomical
hierarchy dependencies, in terms of sub-class or super-class dependencies.

We use the following example to illustrate the problem. Initially we have
a flat theory, i.e. there is no clause with a descriptor in its body identical to the
descriptor in the head of some other clause.

sparrow :- beak, tail, legs(2), wings, homeothermic, brown.
eagle :- beak, tail, legs(2), wings, homeothermic, golden.
gorilla :- legs(2), homeothermic, hairy, vegetarian.

human :- legs(2), homeothermic, hairless, omnivore.

Suppose the concept with intent “legs(2), homeothermic” is selected. The theory
is revised to contain a new clause defining the new descriptor “bipedal home-
otherm” in terms of the selected concept. A further revision is applied with
respect to the selected concept with intent “bipedal homeotherm, beak, tail,
wings”. The theory after the sequence of two revisions using the inter-construc-
tion operator (defined in [8]) looks as follows.

sparrow :- bird, brown.

eagle :- bird, golden.

gorilla :- bipedal homeotherm, hairy, vegetarian.
human :- bipedal homeotherm, hairless, omnivore.
bipedal homeotherm :- legs(2), homeothermic.
bird :- bipedal homeotherm, beak, tail, wings.

Evidently this revision has produced some of the results we required. It is
structured and compressed, and it contains new terms (here with user-supplied
names). However, some of the key conceptual structure, apparent in the associ-
ated concept lattice which is not shown here, is missing. Specifically, by inspec-
tion we know that the concept named “bird” is a sub-class of the concept named
“bipedal homeotherm”. But if we were told that “sparrow” was true, we could
not conclude that “bird” was also true. Similarly, knowing that “bird” was true,
we could not conclude that “bipedal homeotherm” was true. Suppose we were
to construct an associated ontology with respect to the theory, comprising in
this case the following clauses.

bipedal homeotherm :- bird.
bird :- sparrow.
bird :- eagle.

Now the desired inferences are possible. It is the automatic construction of such
ontology clauses that we investigate in this paper.

2 Formal Concept Analysis

Detailed coverage of Formal Concept Analysis (FCA) is in [3]. The following
basic definitions are included to make the paper more self-contained.
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Definition 1. (Formal context) A formal context is a triple (G, M,T). G is
a set of objects, M is a set of descriptors, and I is a binary relation such that

TCGx M.

The notation (y,z) € Z or alternatively yZx is used to express the fact that an
object y € G has an attribute or descriptor x € M.

Definition 2. (Formal concept) A formal concept is a pair of sets (Y, X),
where Y C G and X C M. Each pair must be complete with respect to T,
which means that Y = X and X' =Y, where Y = {z € M|Vy € Y,yZx}
and X' ={y € G|Vx € X,yZzx}.

The set of descriptors of a formal concept is called its intent, while the set of
objects of a formal concept is called its extent. In this paper, since we tend to
focus on intent of formal concepts, we will more often write (X,Y) for a formal
concept. For a set of descriptors X C M, X is the intent of a formal concept if
and only if X” = X. A dual condition holds for the extent of a formal concept.
This means that any formal concept can be uniquely identified by either its intent
or its extent alone. Intuitively, the intent corresponds to a kind of maximally
specific description of all the objects in the extent.

The correspondence between intent and extent of complete concepts is a Ga-
lois connection between the power set P(M) of the set of descriptors and the
power set P(G) of the set of objects. The Galois lattice £ for the binary relation
is the set of all complete pairs of intents and extents, with the following partial
order.

Definition 3. (Concept order) Given two concepts Ny = (X1,Y1) and Ny =
(X2,Y2), Ny < Ny < X DO Xo. The dual nature of the Galois connection means
we have the equivalent relationship N1 < Ny <> Y7 C Ys.

For a concept N, I(N) denotes its intent and F(N) denotes its extent.

3 Ontology Definitions

An ontology is defined with respect to a theory. The set of terms permitted to
appear in a theory is referred to as the vocabulary of the theory. In this paper we
consider only a propositional vocabulary for both theories and ontologies, Since
the methods we use are derived from ILP and logic programming, theories and
ontologies are represented as sets of definite clauses.

Definition 4. (Vocabulary) An ontology is defined with respect to a vocab-
ulary of terms partioned into a set Ob of observational terms and a set Th of
theoretical terms. In terms of formal concept analysis the vocabulary corresponds
to the set of descriptors, ObU Th = M.

In practical applications we would expect the observational terms to be given.
The theoretical terms are machine-generated symbols which can be substituted
later, either by user-supplied names or algorithmically generated labels designed
to be humanly comprehensible.
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Definition 5. (Base-level heads) A base-level head is the head h of a clause
in a theory such that h € Ob.

Some functions are used to simplify the definitions and algorithm description.
For convenience we assume that clauses are unique, that each has associated
with it a unique index, and each is represented as a triple (K, H, B).

Definition 6. (Clause index) The function id(C) returns the index K of the
clause C.

Definition 7. (Clause head) The function hd(C) returns the head H of the
clause C.

Definition 8. (Clause body) The function bd(C') returns the body B of the
indezed clause C'.

Definition 9. (Clause for index) The function cl(K) returns the clause C
with index K.

We can treat ontology clauses as theory clauses, i.e. as indexed definite clauses.
For convenience, the index can be omitted when writing the clause whenever it
is not necessary in the context.

Definition 10. (Ontology clause) An ontology clause C is a definite clause
with exactly two literals. The head is a single descriptor hd(C') € Th. The body is
a set containing a single descriptor b. If b is in the set of base-level heads then C
is referred to as an isa clause. If b € Th then C is referred to as an ako clause.

The isa clauses represent membership of a class by an object, such as the fact
that sparrows and eagles are birds. The ako clauses represent superclass-subclass
subsumption, such as birds being a kind of “bipedal homeotherm” [10].

Definition 11. (Ontology) An ontology is a set of ontology clauses.

We assume the standard semantics developed for definite clause logic programs
[7]. This allows straightforward inference of inheritance, query-answering at the
level of intermediate terms, and hierarchical construction of the ontology.

4 An Algorithm for Ontology Construction

The method of structuring named concepts into an ontology is based on the idea
of “folding” from program transformation. This has been widely studied in Logic
Programming [4]. In fact we use an extension of the typical method of folding
in Logic Programming called “disjunctive folding” [11].
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Algorithm 1 (Ontocon)

Input: theory T,_1, concept ny_1,
ontology Oy_1, new theory clause w «— A
Output: ontology Oy

Begin
/* construct new ontology clauses */
Cs=1
For each clause C € T;_1 s.t. id(C) € E(ny—1) Do
Cs = CsU{w «— hd(C)};
EndFor
/* repeated folding of ontology clauses */
0Cs=0;_1U Cs;
Repeat
potential-folds = {(folded, folder)} where
folded, folder C OCs such that
folded defines a single predicate and
each 2-tuple denotes a disjunctive fold; (see text for details)
If potential-folds = O Then
O = Ot—l;
Halt;
Else
select maximum cardinality fold from potential-folds;
OCs' = apply-disjunctive-folding(fold, OCs);
OCs= 0CY ;
Endif
End

Ontocon comprises two stages. First, following application of updates to the-
ory 7;_1 and its associated concept lattice £;—; by Conduce using the inter-
construction operator, there is a single clause defining the new predicate, w.
Each of the revised clauses in 7;_1 is used to construct a set of new base-level
ontology clauses. This is referred to as expansion since it constitutes an expansion
of the existing ontology [2].

Expansion introduces a new set of ontology clauses. Owing to the restricted
syntax of ontology clauses, the set of clauses defining a single theoretical term w
can be represented as a single disjunctive clause w < B, where B = b1 Vb V...V
bn,. Each literal in the body is taken from the body of one of the corresponding
set of ontology clauses. For example, we might have “bird :- sparrow ; eagle.”,
in Prolog syntax. Note that this is simply syntactic sugar for the actual set of
clauses defining a predicate in the ontology.

However, following expansion we do not have any structure in the ontology
to relate the new named concept to previously added concepts, although such
relationships were present in the concept lattice. Therefore it is necessary to
relate new concept definitions to existing concept definitions in the ontology.
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This can be done by incorporating the new concepts in such a way that the
pattern of invocation between clauses reflects the subsumption relationship in
the concept lattice of the concepts they represent.

The method is based on a disjunctive folding operator, as follows:

p— A VB p«—qV B
qg—A q—A

In the clauses upper-case letters represent disjunctions of literals (descriptors)
while lower-case letters represent single literals. The operator is shown as a set of
preconditions (to the left of the vertical line) and postconditions (to the right).
Read left to right, the changes to operand clauses for the disjunctive folding
operator are evident. The upper clause on the left is the “unfolded” clause and
on the right is the “folded” clause. The lower clause is the “folder” clause (which
is unchanged). Note that this single-step disjunctive folding is a compressive,
structuring revision of the ontology. The second stage of the Ontocon algorithm,
referred to as structuring, repeatedly applies disjunctive folding to assimilate the
new concept into the ontology.

4.1 An Example

We illustrate the method with the example from Section 1.2. On the first itera-
tion, with the introduction of the new descriptor “bipedal homeotherm” to the
theory we get the following ontology clauses:

bipedal homeotherm :- sparrow.
bipedal homeotherm :- eagle.
bipedal homeotherm :- gorilla.
bipedal homeotherm :- human.

On the second iteration, the new descriptor “bird” is introduced to the theory
and we have the following new ontology clauses:

bird :- sparrow.

bird :- eagle.

However, the ontology can now be simplified, by applying disjunctive folding to
replace the clauses :

bipedal homeotherm :- sparrow.
bipedal homeotherm :- eagle.

with the single clause: bipedal homeotherm :- bird.
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4.2 Ontocon Preserves Conceptual Structure
The following definitions and results apply to Algorithm 1.

Definition 12. (Expansion) For a given formal concept N with name w ex-
pansion introduces a new set of ontology clauses, or a single disjunctive ontology
clause C = w «— B, where b € B = hd(cl(y)) for all y € E(N). We notate this
C = expand(N).

We define the folding operator described above.

Definition 13. (Folding) Let C be a (disjunctive) ontology clause (the un-
folded clause) and D be an ontology clause (the folder clause) such that every
literal in the body of D occurs in the body of C. Then C' (the folded clause) is
obtained by replacing the set of literals in the body of C which also occur in the
body of D by the head of D.

Unfolding is the inverse operation.

Definition 14. (Unfolding) Let C be a (disjunctive) ontology clause (the
folded clause) and D be an ontology clause (the folder clause) such that the
head q of D is in the body of C. Then C' (the unfolded clause) is obtained by
replacing q in the body of C' by the body of D.

Definition 15. (Structuring) Let C' be a (disjunctive) ontology clause defin-
ing a predicate p which appears in the head of C. Then by repeated application
of folding C' is an ontology clause defining p such that the no further folding is
possible between C' and some other clause D # C' in the ontology.

Definition 16. (Elimination) Let C be a (disjunctive) ontology clause defin-
ing a predicate p which appears in the head of C. Then by repeated application of
unfolding C' is an ontology clause defining p such that the body of C' contains
only elements of Ob. We notate this C' = elim(C). Elimination is undefined
otherwise.

Elimination is the process of replacing all occurrences of theoretical terms by
observations terms. For example, elimination applied to “animal :- bird ; fish.”
might give “animal :- sparrow ; eagle ; shark.”. See [6] for a discussion of theo-
retical term elimination.

Definition 17. (Ontological size) Let C' be a (disjunctive) ontology clause.
The “size” of C in the ontology is the cardinality of the body of C' after elimina-
tion. We notate this size(C') = |bd(elim(C))|.

Definition 18. (Ontological subsumption) Let C, D be (disjunctive) ontol-
ogy clauses. C subsumes D in the ontology, written C' 3 D, iff size(C) > size(D).

Lemma 2. (Elimination equal to expansion) For any (disjunctive) ontol-
ogy clause C' defining a predicate p introduced and assimilated into an ontology
by Algorithm j for a given formal concept N elim(C") = expand(N).
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Proof. Ezpansion in Algorithm 4 to give a clause C' is followed by structuring
which comprises a sequence of folding steps to give C'. In each step the clause
defining p is either the folder clause or the unfolded clause which is transformed
to the folded clause. If the former, the clause is unchanged. If the latter, the
step is reversible, i.e. to obtain the unfolded clause from the folded clause. By
applying the reverse step in each such case, elimination produces C.

Lemma 3. (Structuring preserves ontological subsumption) Let C, D
be (disjunctive) ontology clauses in an ontology constructed by Algorithm j from
concepts N, M, respectively. in concept lattice L. If N > M in L then C J D.
Proof. Assume the opposite, that =(C 3 D). Then —(size(C) > size(D)),
by Definition 18. But by Definition 12 and Lemma 2 size(C) = |E(N)| and
size(D) = |E(M)|. By Definition 3 for concept lattices N > M implies E(N) D
E(M). This contradicts the assumption. O

Theorem 1. (Ontocon preserves conceptual structure) Algorithm 4 (On-
tocon) preserves conceptual structure in terms of concept ordering.

Proof. At each iteration Ontocon applies expansion and structuring. By Lemma
3 this preserves concept ordering. No other operations are performed on the on-
tology by Ontocon. Therefore the algorithm preserves concept ordering.

5 Results and Discussion

As a first test of this approach we applied Ontocon to a data set of research
interests collected from researchers at the School of Computer Science and En-
gineering, University of New South Wales. This dataset was collected by Mihye
Kim and Paul Compton ! as part of a research project [5].

This domain contains, for each of the 81 individuals surveyed in the study,
a list of their research interests. A concept lattice of 460 nodes (i.e. formal
concepts) and 1195 edges (i.e. superclass-subclass relationships) was generated
from this initial theory by Conduce. Following repeated application of inter-
construction by Conduce to the theory and associated concept lattice a struc-
tured theory was generated. The associated concept lattice was reduced to 315
nodes and 764 edges. This theory contained a total of 37 new named concepts
found by the system and defined in terms of the concept intents.

These concepts form the denotation of the new terms in the ontology gen-
erated by Ontocon. Of these, 20 concepts were refined into structured ontology
clauses, i.e. ako clauses. At the terminals of this hierarchy 50 isa clauses rep-
resented researchers’ interests. Due to multiple interests, 44 individuals were
represented in these structured ontology clauses. Inheritance between concepts
can be thought of as “ako” links, whereas inheritance between concepts and in-
dividuals can be thought of as “isa” links [10]. The actual rendering of links into
something resembling a natural language, for example a subset of English, is
always a domain-specific issue. In the domain of research interests of individuals

! See http://pokey.cse.unsw.edu.au/servlets/RI/
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Table 1. Each entry is the mean (standard deviation) of 100 trials

Ontology concepts only Extra “noise” concepts

Clauses 9.66 (6.69) 9.62 (6.86)
Nodes 16.48 (10.83) 35.90 (19.55)
Edges 24.14 (17.51) 74.89 (44.06)
SDC 0.0 (0.0) 1.05 (0.85)

in a university we could conceivably treat the meanings of “ako” and “isa” as
follows. “X isa Y” could be read as “X interested-in Y”. “X ako Y” could be
read as “X extra-interest-of Y.

Inheritance is inferred then according to the following schema.

If X interested-in Y
and Y extra-interest-of Z
then X interested-in Z

So if we know that the individual “Researcher 35" is interested in “Learning
and Philosophy” and we know that “Learning and Philosophy” are additional
interests of those interested in “Case Based Reasoning and Knowledge Based
Systems” we can conclude that Researcher 35 has an interest in those subjects
too.

5.1 Reconstructing Ontologies

A quantitative reconstruction experiment was undertaken to evaluate how well
the method could recover randomly generated ontologies. First we generate an
ontology with certain key parameters (depth, branching factor, etc.) randomly
assigned. Then this ontology is “flattened” using unfolding which produces a the-
ory. Ontocon is applied to this theory and the recovered ontology is compared
to the original using a quantitative measure of structural similarity.

The structural dissimilarity coefficient (SDC) was proposed in [13]. It mea-
sures the average graphical distance between terminal nodes when two hierar-
chies (here ontologies) are compared. A value of zero indicates identical struc-
tures. In Table 1 it is evident that ontologies are reconstructed exactly. With
added spurious “noise” concepts, seen in the increased number of nodes (con-
cepts) and edges in the concept lattice, recovery is still good. An SDC of 1-2 was
found in cases of very similar structures (by expert evaluation) in [13].

5.2 Ontologies

Answering the question “what is an ontology ?” is not straightforward. A detailed
definition comes from Noy and McGuinness [9]. This is developed into a series
of instructions for constructing ontologies. There are four main steps.
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defining classes in the ontology

arranging the classes in a taxonomic (subclass-superclass) hierarchy
defining slots and describing allowed values for these slots

4. filling in the values of slots for instances

W=

It can be argued that our methods Ontocon and Conduce implement each of
these steps, as follows.

1. defining structured clauses in terms of formal concepts using the inter-
construction operator [Conduce]

2. constructing ontology clauses [Ontocon]

3. each named concept is a “slot”, and the clause defining that named concept
describes the values it can take [Conduce]

4. values of slots are filled by the examples in the domain

We claim therefore that Ontocon and Conduce can reasonably be said to imple-
ment ontology construction.

6 Conclusions and Future Directions

We have presented a method for theory structuring and ontology learning with
a proof of a key desirable property and results from its application. The ap-
proach can identify implicit structure in a domain. It is oriented to achieving
compression, structuring and hence improved comprehensibility of a theory in
the form of a knowledge base and an associated ontology in the form of a taxo-
nomical hierarchy. This allows simplification of theory itself and expands the set
of queries applicable to the knowledge base to allow intermediate-level concepts
not in the original vocabulary.

Using a logic program representation enables the use of standard techniques
such as predicate invention and disjunctive folding. We rely on semantics from
Logic Programming to set up ontological inference. Formal Concept Analysis
provides a rigorous framework for the definition of concepts and their ordering.
This enables a straightforward proof that our methods preserve the important
properties of subclass-superclass hierarchical ordering from the concept lattice
to the ontology clauses. Results on the research interests domain and in the
reconstruction experiments show the discovery of some reasonable structure.

This work is preliminary. For example, a method of using first-order concept
descriptions and relations between them is almost certainly required for many
real-world ontology construction tasks. A method of using first-order concept
descriptions and relations between them should be investigated as a priority.
The approach also needs to be tested on more data sets.
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Abstract. The DPL (Davis-Putnam-Logemann-Loveland) procedure is
one of the most effective methods for solving SAT problems. It is well
known that its efficiency depends on the choice of the branching rule. One
of the main improvements of this decision procedure has been the devel-
opment of better branching variable selection through the use of unit
propagation look-ahead (UPLA) heuristics (e.g., [12]). UPLA heuris-
tics perform one of the following actions during two propagations of
a free variable at each search tree node: detecting a contradiction earlier,
simplifying the formula, or weighing the branching variable candidates.
UPLA heuristics can be considered as polynomial time reasoning tech-
niques. In this paper, we propose a new branching rule which does more
reasoning to narrow the search tree of hard random 3-SAT problems.
We term this reasoning technique the Dynamic Variable Filtering (DVF)
heuristic. In our empirical study we develop four different variants of the
DPL procedure: two (ssc34 and ssc355) based on this new heuristic and
another two (Satz215-0 and Satz215sT") based on static variable filter-
ing heuristics. ssc355 additionally integrates the Neighborhood Variable
Ordering (NVO) heuristic into ssc34. We then compare the best known
versions of the state-of-the-art Satz DPL procedure (Satz215), with each
of our four procedures. Our results suggest that improved branching rules
can further enhance the performance of DPL procedures. On hard ran-
dom 3-SAT problems, our best procedure (ssc355) outperforms Satz215
with an order of magnitude in terms of the number of branching nodes
in the search tree. While the run-times for dynamic variable filtering are
still uncompetitive with Satz215, we have yet to explore the benefits
that can be gained from avoiding redundant propagations and we still
can improve the performance of the NVO heuristic. A further interesting
property of dynamic filtering is that all backtracking can be eliminated
during the DPL unit rule process. This property can also be explored in
our future work for improving DPL procedure efficiency.
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1 Introduction

The satisfiability (SAT) problem is central in mathematical logic, artificial in-
telligence and other fields of computer science and engineering. In conjunctive
normal form (CNF), a SAT problem can be represented as a propositional for-
mula F on a set of Boolean variables {1, x2, ..., 2, }. A literal [ is then a vari-
able x; or its negated form z;, and a clause ¢; is a logical or of some literals
such as x1 V x2 V #3. A propositional formula F consists of a logical and of
several clauses, such as ¢1 A ca A ... A ¢, and is often simply written as a set
{c1,¢2, ..y cm } of clauses.

Given F, the SAT problem involves testing whether all the clauses in F can
be satisfied by some consistent assignment of truth values {true, false} to the
variables. If this is the case, F is satisfiable; otherwise it is unsatisfiable. The
SAT problem, as the original of all NP-Complete problems [3], is fundamen-
tally important to the study of computational aspects of decision procedures.
When each clause in F contains exactly k literals, the restricted SAT problem
is called k-SAT. 3-SAT is the smallest NP-Complete sub-problem of SAT.

One of the best known and most widely used algorithms to solve SAT prob-
lems is the DPL (Davis-Putnam-Logemann-Loveland) procedure [5]. Many SAT
solvers such as Posit [7], Tableau [4], Satz [12], Satz214 [14] and cnfs [0] are
based on this procedure. DPL essentially enumerates all possible solutions to a
given SAT problem by setting up a binary search tree and proceeding until it
either finds a satisfying truth assignment or concludes that no such assignment
exists. It is well known that the search tree size of a SAT problem is generally
an exponential function of the problem size, and that the branching variable
selected by a branching rule at a node is crucial for determining the size of the
sub-tree rooted at that node. A wrong choice may cause an exponential increase
of the sub-tree size. Hence, the actual performance of a DPL procedure depends
significantly on the effectiveness of the branching rule used.

Much of the research on DPL has focussed on finding clever branching rules
to select the branching variable that most effectively reduces the search space.
In this paper, we too propose a new branching rule based on a dynamic variable
filtering heuristic as a polynomial time reasoning technique aimed at signifi-
cantly narrowing the search tree for solving hard random 3-SAT problems. The
key idea underlying this new branching rule is to further detect failed literals
that would remain undiscovered using a unit propagation look-ahead (UPLA)
branching rule, before choosing a branching variable. In other words, we perform
more reasoning in the open space between the UPLA heuristic and the MOMS
(Maximum Occurrences in clause of Minimum Size) heuristic in the actual DPL
branching rule. To test this idea, we use Satz215 (the best version of the Satz
DPL procedure) where we simply replace its branching rule by a new branching
rule. The new rule allows filtering of free variables, and at the same time reduces
the sub-problem size at each node until the filtering process is saturated.

We develop two DPL procedures that use a dynamic variable filtering heuris-
tic, and two other DPL procedures that use a static filtering heuristic. We then
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analyse these four DPL procedures with respect to Satz215, using a large sample
of hard random 3-SAT problems.

An empirical study of the proposed variants of DPL indicates significant per-
formance improvements can be obtained, with the two dynamic filtering heuris-
tics consistently outperforming Satz215 in terms of mean search tree size when
solving hard random 3-SAT problems. In some tests, the best dynamic filtering
procedure was able to reduce the search tree size by an order of magnitude over
Satz215, and for the 300 variable problems (1000 problems solved), the best
dynamic filtering procedure produced a mean search tree size of 2679 nodes, in
contrast to Satz215’s mean size of 6634 nodes. Not surprisingly, given the ad-
ditional reasoning involved in the branching rule, the new heuristics proved less
competitive in terms of run-times, with Satz215 running approximately twice
as fast on the largest (300 variable) problems.

Li and Gérard [15] discussed the hardness of proving an unsatisfiable hard
random 3-SAT problem with 700 variables, and empirically calculated the ap-
proximately optimal number of branching nodes. They conjectured that obtain-
ing this optimal sized tree was not possible using a branching heuristic. However,
our results indicate that a dynamic variable filtering heuristic can achieve an op-
timal number of branching nodes. Therefore our work shows, in principle, that
optimal branching can be achieved. The second major issue is whether optimal
branching can be achieved efficiently. At present our results show Satz215 still
performs significantly better than the dynamic filtering heuristics in terms of
run-time. However we have not explored the potential gains that could result
from avoiding redundant UPLA propagations. This we leave to future work.

The paper is organized as follows: In the next section we present the Satz
DPL procedure, one of the best known SAT procedures for solving hard random
3-SAT problems and structured SAT problems. In the subsequent section, we
present our new dynamic filtering branching rules which perform additional rea-
soning to find a best branching variable. In section 4, we present a comparison
of results for our new DPL procedures with Satz215 on a set of hard random
3-SAT problems. Finally, we conclude the paper with some remarks on current
and future research.

2 The Satz Solver

Satz [12, 13] is one of the best DPL procedures developed for solving both hard
random SAT problems and structured SAT problems. Its powerful branching
rule allows it to select the best branching variable for generating more and
stronger constraints. It is a well-structured program and allows integration of
new ideas easily. In 1999, Li further improved Satz to produce Satz214 [14],
and in 2001, Daniel Le Berre suggested the further detection of implied literals
within Satz214, resulting in the latest and best version of Satz, Satz215 [11].

Definition: Let PROP be a binary predicate such that PROP(x, 1) is true iff
is a variable that occurs both positively and negatively in binary clauses and
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occurs in at least ¢ binary clauses in F, and let 7 be an integer, then PROP, (x)
is defined to be the first of the three predicates PROP(x,4), PROP(x,3), true
(in this order) whose denotational semantics contains more than 7 variables.

In figure 1, we present Satz’s branching rule which integrates the UPLA
heuristic. The unary predicate PROP, is used to restrict the number of free
variables executed by the heuristic and the parameter 7 is empirically fixed to
10. This UPLA heuristic plays a crucial role in the Satz-family and is used to
reach dead-ends earlier with the aim of minimising the length of the current path
in the search tree. We distinguish the UPLA heuristic from the conventional
unit propagation procedure (UP) that is usually used in DPL as follows: UP
is executed to reduce the size of a sub-problem possessing unit clauses after
a branching variable selected, while UPLA is integrated in the branching rule
and is executed at each search tree node.

Given a variable z;, the UPLA heuristic examines z; by adding the two unit
clauses possessing x; and T; to F and independently making two unit propaga-
tions. These propagations result in a number of newly produced binary clauses,
which are then used to weigh the variable z;. This is calculated in figure 1, using
the function dif f(F1, F2) which returns the number of new binary clauses in F;
that were not in Fs. Let w(z;) be the number of new binary clauses produced
by setting the variable to true, and w(z;) be the number of new binary clauses
produced by setting the variable to false. Satz then uses a MOMS heuristic to
branch on the variable x; such that w(z;) * w(z;) * 1024 + w(z;) + w(xz;) is the
highest. The branching variable selected follows the two-sided Jeroslow-Wang
(J-W) Rule [8] designed to balance the search tree.

The UPLA heuristic also allows the earlier detection of the so-called failed
literals in F. These are literals | where w(l) counts an empty clause. For such
variables, Satz immediately tries to satisfy I. When there is a contradiction
during the second unit propagation, Satz will directly perform backtracking,
else the size of the sub-problem is reduced which allows the selection of a set of
best branching variable candidates at each node in search tree.

So, during two propagations of a free variable through the UPLA heuristic,
three circumstances can occur:

— The free variable selected becomes a candidate for branching variable.

— Only one contradiction found during two unit propagations, meaning the size
of formula F will be reduced during the other successful unit propagation
process.

— Two contradictions are found during two unit propagations causing the
search to backtrack to an earlier instantiation.

3 Using Variable Filtering to Narrow the Search Tree

The branching rules used in Satz are powered by the UPLA heuristic. The main
objective of using UPLA in Satz is to detect contradictions earlier or to find
a set of best branching variable candidates. In reality, Satz’s UPLA heuristic
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B :=0;
For each free variable x;, do
Begin
let F' and F” be two copies of F
F' 1= UPLA(F U{z;}); F’ := UPLACF" U{z:});
If both F' and F” contain an empty clause then backtrack();
else if F' contains an empty clause then z; := false; F :=F";
else if F” contains an empty clause then z; :=true; F :=F';
else
B := BU{xzi};
w(z;) :==dif f(F',F) and w(z;) :=dif f(F',F);
End;

For each variable z; € B, do M (z;) := w(&;) * w(z;) * 1024 + w(F;) + w(z;);
Branch on the free variable z; such that M(z;) is the highest.

Fig.1. The Satz Branching Rule

performs a series of variable filtering processes at each node as a static variable
filtering agency. We therefore term Satz’s UPLA heuristic a Static Variable
Filtering (SVF) heuristic, because it will only perform between one to three
filtering processes at each node (depending on the evaluation of PROP,(x)).
During the filtering process, some variables are assigned the value true or false
through a forced unit propagation when a contradiction occurs during another
unit propagation. Note that UPLA examines a free variable by performing two
unit propagations. This process will automatically reduce the size of sub-problem
and collects the (almost) best branching variable candidates at each node of
the search tree. In the empirical studies presented in [12, 13] the Satz solver
using UPLA was shown to outperform a range of other UP heuristic based DPL
procedures. It was concluded that the superior performance of Satz was due to
its greater use of variable filtering processes.

Our work is based on the insight that the size of a sub-problem during the
variable filtering process can be further reduced in the Satz- family of DPL pro-
cedures. Here, we propose a new heuristic called the Dynamic Variable Filtering
(DVF) heuristic that further filters the free variables and at the same time re-
duces the sub-problem size at each node until the filtering process is saturated.
We illustrate the new branching rule powered by the DVF heuristic in figure 2.

We expect this new heuristic to perform better than the UPLA heuristics in
terms of reducing the search tree size. To verify this, we carried out an empir-
ical study and modified the branching rule of the DPL procedure Satz215" for
our purpose. Four new DPL procedures based on the variable filtering heuristic
are proposed. Two of them (Satz215-0 and Satz215sT) are based on the SVF
heuristic, and the other two solvers (ssc34 and ssc355) are based on the DVF
heuristic.

! available from http://www.laria.u-picardie.fr/~cli/EnglishPage.html
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Do
Finit 1= F; B = 0;
For each free variable x;, do
Begin
let F' and F” be two copies of F
F' = UPLA(F U{x;}); F” = UPLACF" U{%:P);
If both F' and F” contain an empty clause then backtrack();
else if F’ contains an empty clause then z; := false; F :=F";
else if F” contains an empty clause then w; := true; F :=F';
else
B := BU{z};
w(z;) = dif f(F,F) and w(s;) :=dif f(F',F);
End;
Until (F = Finit);

For each variable z; € B, do M(z;) := w(Z;) * w(x;) * 1024 + w(z;) + w(zs);
Branch on the free variable z; such that M(x;) is the highest.

Fig.2. The Dynamic Variable Filtering Branching Rule

Satz215-0. This is same as the Satz215 DPL procedure, except we examine
all free variables using the SVF heuristic without any restriction to the free
variables. This process is executed only once at each node.

Satz215sT. This is same as the Satz215 DPL procedure, except we refuse to
use the T parameter in the branching rule. This DPL procedure performs at
most three filtering processes for each variable at each node.

ssc34. This is same as the Satz215 DPL procedure, except we replace the
branching rule used in Satz215 with the DVF heuristic based branching rule. It
performs the variable filtering process until the sub-problem cannot be further
reduced at each node before a branching variable selected. In fact, ssc34 examines
the free variables many times using the UPLA heuristic at each node. One might
think that this saturation process is very costly, but it is not the case.

s$s¢355. Since ssc34 examines all free variables many times using the UPLA
heuristic at each node, we attempt to limit the number of free variables ex-
amined by only exploring the neighborhood variables of the current assigned
variable. For this purpose, we create the ssc355 DPL procedure by integrating
a simple Neighbourhood Variable Ordering (NVO) heuristic in ssc34. Bessiere
et. al. [2] proposed a formulation of a dynamic variable ordering heuristic in the
CSP domain that takes into account the properties of the neighborhood of the
variable. The main objective of our simple NVO heuristic in ss¢355 is to restrict
the number of variables examined by UPLA in the DVF heuristic.
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Fig. 3. Mean search tree size of each DPL procedure as a function of n for hard
random 3-SAT problems at the ratio m/n=4.25

4 Comparative Experimental Results

We compare the four DPL procedures we introduced in the previous section
with Satz215 on a large sample of hard random 3-SAT problems generated by
using the method of Mitchell et. al. [16]. Given a set V of n Boolean variables
{x1, 29, ..., xn}, we randomly generate m clauses of length 3. Each clause is pro-
duced by randomly choosing 3 variables from V' and negating each with proba-
bility 0.5. Empirically, when the ratio m/n is near 4.25 for a 3-SAT problem F,
F is unsatisfiable with a probability 0.5 and is the most difficult to solve. We
vary n from 100 variables to 300 variables incrementing by 20, at ratio (m/n) =
4.25, with 1000 problems solved at each point by all the five DPL procedures.

Figure 3 shows the performance of five DPL procedures on all problem in-
stances, where the mean search tree size is computed from the number of branch-
ing nodes reported by each procedure. It illustrates that ssc355’s mean search
tree size is the smallest, e.g., for 300 variables, ssc355’s search tree consists of
2679 nodes, in contrast to Satz215’s search tree of 6634 nodes.

Figure 4 also illustrates that ssc355’s search tree size is smaller than the other
DPL procedures on the unsatisfiable problem instances. For example, on the hard
random unsatisfiable 3-SAT problems, with 300 variables, ssc355’s mean search
tree size consists of 4405 nodes, in contrast to Satz215’s mean search tree size of
10328 nodes. Also, the mean search tree size of ssc355 achieves the approximate
optimal search tree size proposed by Li and Gérard in [15].

Three of the DPL procedures (Satz215, Satz215-0, and Satz215sT") integrate
the SVF heuristic. The comparative results presented in figures 3 and 4 show
that the mean search tree sizes of Satz215-0 and Satz215sT are smaller than
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Fig. 4. Mean search tree size of each DPL procedure as a function of n for hard
random unsatisfiable 3-SAT problems at the ratio m/n=4.25

Satz215. This means that more reasoning at each node has reduced the search
tree size.

Overall, in terms of search tree size, the DVF heuristics used in ssc34 and
ss¢355 outperform the other SVF heuristic-based DPL procedures. This better
performance is explained because the DVF sub-problem at each node is explored
more fully to find a contradiction or to simply reduce the sub-problem size
through a unit propagation before selecting a best branching variable.

The integration of a simple NVO heuristic on top of DVF in ssc355 yields
a promising result compared to ssc34 (which only uses the DVF heuristic). In
terms of search tree size, the gain of ssc355 over ssc34 increases with the size of
the input problem.

Finally, figure 5 illustrates mean run-time of each DPL procedure on a Dual
Xeon PC with a 2.4 GHz CPU. At present our results show that Satz215 still
performs significantly better than the dynamic filtering heuristics in terms of
run-time. However we have not explored the potential gains that could result
from avoiding redundant UPLA propagations. A further improvement of the
NVO heuristic also can ameliorate promisingly the run-time of ssc355 DPL
procedure. This we leave to future work.

5 Related and Future Work

In addition to real world benchmark problems, hard random 3-SAT problems
are used for testing or comparing DPL procedures. Since hard random 3-SAT
problems are difficult to solve in an acceptable time when the number of variables
is greater than 500, a challenge to prove that a hard random 3-SAT problem with
700 variables is unsatisfiable, was put forward by Selman et. al. in IJCAT’97 [18].
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To answer the challenge, Li and Gérard [15] have studied the limit of branch-
ing rules in DPL procedures for solving hard random unsatisfiable 3-SAT prob-
lems. After running an empirical study for more than five months, they suggested
in their paper that the current state-of-the-art DPL procedures are already close
to optimal for solving hard random unsatisfiable 3-SAT problems and that the
resolution of the challenge problem with 700 variables cannot be proved by
a branching rule based DPL procedure.

A final answer to the challenge was realised by Dubois and Dequen [6] with
their ¢n fs solver. This solver integrates a backbone search heuristic (introduced
by Monasson et. al. [17] in 1999) into a DPL-based branching rule. Dubois and
Dequen’s implementation allows the DPL procedure to solve hard random un-
satisfiable 3-SAT problems with 700 variables (12 problems solved) in a mean
run-time of 26 days using an AMD Athlon PC running at 1 GHz under a Linux
operating system. When solving hard random unsatisfiable 3-SAT problems with
300 variables (456 problems solved), ¢nfs’s mean search tree size consists of
12739 nodes, in contrast to satz214’s mean search tree size of 18480 nodes [6].
Although the enfs solver can solve hard random unsatisfiable 3-SAT problems
with up to 700 variables, on the other hand its means search tree size is still
far from the approximate optimal mean search tree size calculated by Li and
Gérard [15].

After reviewing the results presented in [0, 15], we decided the first step in
our research would be to reduce the mean search size rather than looking for
a more efficient solver. As the result, we have developed the Dynamic Variable
Filtering (DVF) heuristic, for reinforcing the branching rule of a DPL procedure.
In effect, we further explore the open space between the UPLA heuristic process
and the MOMS heuristic process in Satz215. The results of our empirical study
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show that DVF heuristic can achieve an optimal number of branching nodes as
presented in [15].

In the last stages of finishing this paper, we obtained the new more powerful
version of cnfs, the kenfs® solver. We ran kenfs on the same hard random
unsatisfiable 3-SAT problems with 300 variables used in our earlier study. As
aresult, ken fs’s mean search tree size came of 7418 nodes (compared to ss¢355’s
mean search tree size of 4405 nodes) although kcn fs performs three times better
than ss¢355 in terms of run-time.

To further investigate the effectiveness of our DVF heuristics, we also com-
pared our techniques with the 2clseq solver [1] and O K solver [10]. 2clseq inte-
grates a UPLA heuristic, binary clause reasoning, using intelligent backtracking
and a pruneback technique. Hence it performs more reasoning in each node of the
search tree and proved very competitive with the other solvers during 2002 SAT
competition for solving real-world problems. The second procedure, O K solver,
integrates an adaptive density-based heuristics in its branching rule. In 2002
SAT competition, OK solver won both categories for the random benchmarks
(only satisfiable and all problems).

We compared ssc355 with 2clseq and OK solver on our hard random 3-SAT
problems with 300 variables. The preliminary results of this comparison show
that ssc355 still performs significantly better than both solvers in terms of run-
time and search tree size. When solving the hard random satisfiable 3-SAT prob-
lem ©v300¢1275g4, the run-time of 2clseq and OK solver are 34.78 and 2.25 sec-
onds with search tree sizes consist of 683 and 2612 nodes respectively. In contrast,
$5¢355 solves the problem in 0.02 seconds with a search tree size of 48 nodes.
When running the hard random unsatisfiable 3-SAT problem v350¢1488¢255,
2clseq had no result after 6000 seconds, and OK solver solved the problem in
438 seconds with a search tree size of 275,159 nodes. Again ss¢355 strongly out-
performed these techniques, solving the problem in 190 seconds with a search
tree size of 65,784 nodes.

The work presented in this paper is a first attempt at building an efficient
SAT solver than can approach an optimal branching rule. In principle, our re-
sults show DVF can obtain optimal results - hence, if the efficiency issues can be
addressed, DVF could prove to be a better heuristic than backbone search. In
our future work, we envisage at least three further improvements of our current
approach. Firstly, it is clear that savings can be made by avoiding redundant
unit propagation searches for variables that remain unchanged between itera-
tions of UPLA. The kind of benefits that we hope to obtain have already been
exploited in arc-consistency algorithms. Secondly, further improvements of the
NVO heuristic appear promising, as our first implementation is fairly simplistic.
Finally, we are also looking at integrating a backjumping technique into DVF,
exploiting the feature that backtracking only occurs during the UPLA process
in DVF, compared to Satz215, where backtracking can also occur during the
UP process.

2 available from http://www.laria.u-picardie.fr/~dequen /sat/
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6 Conclusion

In this paper, we have proposed a new heuristic, Dynamic Variables Filtering
(DVF), for improving the performance of DPL-based procedures. In terms of
search tree size, our preliminary results already show that DVF heuristic out-
performs some of the best solvers in the area, while still remaining reasonable
efficient in terms of search time.

Our evidence further suggests that the branching rules integrated in DPL
procedures can obtain predicted optimal performance by using a DVF heuristic.
Finally, we anticipate that the efficiency of DVF can be improved by eliminating
the redundant unit propagation, improving the NVO heuristic and integrating
a backjumping technique.
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Abstract. Genetic algorithm (GA) is an effective method of solving
combinatorial optimization problems. Generally speaking most of search
algorithms require a large execution time in order to calculate some eval-
uation value. Crossover is very important in GA because discovering
a good solution efficiently requires that the good characteristics of the
parent individuals be recombined. The Multiple Crossover Per Couple
(MCPC) is a method that permits a variable number of children for
each mating pair, and MCPC generates a huge search space. Thus this
method requires a huge amount of execution time to find a good solu-
tion. This paper proposes a novel approach to reduce time needed for
fitness evaluation by “prenatal diagnosis” using fitness prediction. In the
experiments based on actual problems, the proposed method found an
optimum solution 50% faster than the conventional method did. The ex-
perimental results from standard test functions show that the proposed
method using the Distributed Genetic Algorithm is applicable to other
problems as well.

1 Introduction

Genetic algorithm (GA) is stochastic search algorithm based on the mechanics
of natural selection and natural genetics. Although GA is an effective method
of solving combinatorial optimization problems, it also requires much execution
time because of the need to calculate the fitness for many search points. One way
to reduce the execution time is to accelerate evolution so that a good solution
can be found at an earlier generation. When GA is applied to actual problems,
the most time consuming aspect is the fitness evaluation. Thus, the best way to
reduce the time would be to find a more efficient method for fitness calculations,
and then to accelerate evolution. While there have been some studies on accel-
eration methods, there have been very few studies on reducing the calculation
time for fitness evaluation.

Crossover is one of the most important genetic operations in GA, and is used
to perform direct information exchange between individuals in a population.
Therefore, the performance of the GA depends on the crossover operator imple-
mented. In the past we have researched more efficient methods of crossover [1].

T.D. Gedeon and L.C.C. Fung (Eds.): AT 2003, LNAI 2903, pp. 112-124, 2003.
© Springer-Verlag Berlin Heidelberg 2003



A Proposal of an Efficient Crossover 113

In order to discover a good solution efficiently, it is very important to recom-
bine good traits of the parent individuals. The Multiple Crossover Per Cou-
ple (MCPC) is a method that permits a variable number of children for each
mating pair [2] and often used in combination with other acceleration meth-
ods [3]. Although MCPC generates a larger search space, this method leads to
an increase in execution time in each generation. It is not easy to find the proper
parameter (the number of crossovers) for each problem, yet it is an issue that
must be addressed with every problem. To overcome this issue, self adaptations
of parameters for MCPC was proposed, yet this raises a separate concern of
how to find a fixed number of adaptations for each parameter [4]. Using the
Best Combinatorial Crossover (BCX) method [5], a modified version of MCPC
was proposed, but this method only works efficiently for the one-point crossover
problem.

Recent developments in gene-analysis technology has made it possible to
check for hereditary diseases via “prenatal diagnosis” and has been of great
interest to us. We have proposed that removing unborn children with bad di-
agnoses will allow for a large decrease in execution time of GA [6]. The fitness
of the unborn child is predicted using methods such as Artificial Neural Net-
work (ANN). As a related work with ours, Grefenstette [7] had proposed and
developed a general predictive model for the population fitness based on correla-
tions between the fitness of the parents and the fitness of the children, while our
proposed method is built based on each gene expression of the individuals. We
predict the unborn child’s fitness based on the gene sequences of individuals in
previous generations, using a previously proposed method [3] [9]. The purpose
of these methods was to reduce the burden of human Interactive Genetic Algo-
rithm (IGA) operators, and not to reduce fitness evaluation time. This paper
proposes a novel crossover method to reduce execution time for GA, in such a
way that the “prenatal diagnosis” [6] is applied to the MCPC [2].

Section 2 revisits and discusses the MCPC method proposed to generate bet-
ter children, and proposes a new crossover method using fitness prediction. The
proposed method will reduce the execution time while exploiting the character-
istic of the conventional method. Section 3 gives an experiment which compares
the proposed method with the conventional method. In the experiment, we use
a parameter optimization problem for Switched Reluctance Motor (SRM) con-
trol as an actual problem where the calculation cost of fitness evaluation is high.
Section 4 gives an experiment using five standard test functions. Section 5 ap-
plies the proposed method to the Distributed Genetic Algorithm (DGA) based
on experimental results in Section 4. Section 6 presents our conclusion.

2 Proposed Method

In this section a brief overview of Multiple Crossover Per Couple (MCPC) and
Multiple Crossover Per Couple with Prediction (MCPCP) is given.
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Fig.1. Generation-Alternation model. (Upper:Conventional, Lower:Proposed)

2.1 Multiple Crossover Per Couple (MCPC)

In the conventional generation-alternation model illustrated in Fig. 1, children
are born using genetic operations after the reproduction selection stage. Survival
selection is then performed based on children’s fitness calculation. Either of two
methods of genetic operations can be used. One is the Single Crossover Per
Couple (SCPC) method where children are born with only one genetic crossover,
and the other is the Multiple Crossover Per Couple (MCPC) method where child
are born with two or more crossovers. Although MCPC performs well on various
optimization problems [2] it is not without its drawbacks. The MCPC method is
able to find a good solution at an early generation for some situations; however,
for others the increase in calculation time for each generation causes the total
calculation time to greatly increase. In addition, its performance depends on the
number of crossovers and the kind of problems.

2.2 Multiple Crossover Per Couple with Prediction (MCPCP)

To overcome the weaknesses in MCPC noted above, we propose a method using
MCPC with Prediction (MCPCP). In the proposed generation-alternation model
in Fig. 1, the fitness evaluation after childbirth is replaced with fitness prediction.
The fitness evaluation is performed only on individuals chosen to survive after the
initial fitness prediction. As a result, MCPCP reduces execution time compared
with MCPC. In this paper, the model which uses SCPC and MCPC will be
referred to as the conventional method, and the model which uses MCPCP will
be referred to as the proposed method.

In particular, MCPCP obeys the algorithm outlined in Fig. 2. First, Par-
entl and Parent2 are chosen as a mating pair randomly without replacement
from a parent population. Then, C crossovers are performed. The number of
crossovers C' is decided in advance. Children generated by C' crossovers are added
to the child pool. Then, 2C' individuals in the child pool have their fitness pre-
dicted, and Parentl and Parent2 are replaced by the two individuals with the
highest predicted value. Finally, Parent1 and Parent2 are evaluated for their fit-
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procedure Multiple Crossover Per Couple with Prediction
begin
i=0;
Initialize child_pool;
Choose Parentl and Parent2 randomly without replacement;
while i < C do
begin
Parentl and Parent2 are crossed;
Children are added to child_pool;
i=1i+1;
end
Fitness prediction for all individuals in child_pool;
Replace Parentl and Parent2 with best two individuals;
Fitness evaluation for Parentl and Parent2;
Parentl and Parent2 become part of the next generation;
end

Fig.2. Outline of proposed algorithm

ness, and they become part of the next generation. As a result, MCPCP has a re-
duced calculation time compared with MCPC under problems in which fitness
evaluation time is large, since the number of fitness evaluation per generation is
small (only two).

2.3 Method of Fitness Prediction

The prediction scheme should be much simpler than the actual evaluation. On
the other hand, the performance of searching for the solution depends on its
accuracy, which leads to trade-offs. Prediction method should be carefully chosen
for each application.

Two previously proposed prediction methods [9] involve using an Artificial
Neural Network (ANN) and using the distance measure between individuals
in past and current generations. The latter method obtained better results in
a shorter calculation time than the former. Since reduction of calculation cost
is important for our proposed model, we used the latter method. This method
calculates weights W; by using the similarity function S(mpew, m;) between one
individual offspring my,e,, and n individuals m;(i = 1,...,n) from previous gen-
erations in the GA search space (Eq. (2)). It is necessary to set the similarity
function S(Muyew,m;) for each problem; in this case we use the reciprocal of
the Euclidean distances D(myew,m;) (Eq. (1)) , which had gained good exper-
imental results in [9]. The average of fitness values P; of the individuals in the
past generation(s), weighted by the reciprocals of the distance, is defined as the
predicted fitness value Py, of the present individual (Eq. (3)).

1
S(Mpew, m;) = D(m m;). (1)

é;(77l716107 77li)

LLQ = n
Zj:l S(Mnew, my;).

(2)
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n

Pnew = Z I/I/ZPl (3)
i=1
In the past [9], we have found that it is more efficient to use individuals m; (i =
1,...,n) from only one generation back to predict the new fitness, since the
calculation cost increase with the number of candidates n. Thus for our proposed
model, we choose to look one generation back to predict offspring fitness.

2.4 Target Problems for the Proposed Method

Since calculating the time for fitness evaluation is the most time intensive part,
in this paper we approximate the fitness evaluation time as the total calculation
time for the GA. Let T, and T}, be, respectively, the average time for fitness
evaluation and fitness prediction per individual. Allowing C' crossovers with m
individuals per generation leads to the following calculation times.

Conventional : Tyepe = m - C - T. (4)

Proposed : Tpepep =~ m - (Te +C - Tp). (5)

Assuming no error in fitness prediction we would like to fulfill the requirement
that Trepe > Tmepeps oF Eq. (6).

c
Cc-1

However, since prediction error is not necessarily zero, we would expect good
results to occur in problems with 7}, ~ 0, or Eq. (7).

T, > T,. (6)

T, >>T,. (7)

3 A Real-World Experiment

GA is of interest in the field of mechatronics and power electronics, because it
reduces the laborious trial and error used to determine various design param-
eters [10]. Switched Reluctance Motor (SRM) is determined by the geometry
of structural design. It has been studied by exploring the parameter for SRM
optimal control such that the output performance is maximized [11]. Previous
work achieved a large reduction of execution time using the GA compared with
other search methods. However, execution time for evaluating the fitness of each
individual is huge. In this section, we apply and evaluate the proposed method
of the GA as it relates to this problem.
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Table 1. Range and spacing of parameters

Range  Spacing
PWM pattern T"[usec] ~ 0.00~42.5  0.18
turn-on angle 6p[deg]  22.50~28.10 0.09
commutation angle 0.[deg] 37.50~43.10 0.09

Table 2. Parameters and operators

Parameter Value
Chromosome Length 24
Population Size 50
Selection method Tournament
Crossover Rate 1.0
Crossover Method Uniform
Mutation Rate 0.03

Terminal Time (sec) 10,000

3.1 A Parameter Optimization Problem for SRM Control

We will first briefly describe the problem of discovering the best parameter for
SRM control under operating condition. Specifically, an individual has a 24-bit
chromosome consisting of 3 parameters -Pulse Width Modulation (PWM) pat-
tern 7™, turn-on angle 6y, and commutation angle .- which are the voltage
control parameters for SRM. We explored parameters for which the square ra-
tio of torque/ampere is maximized and speed-ripple factor is minimized. This
problem has an epistasis and many local minima, although it has a unimodal
large-scale trend. The range and spacing of each control parameters is shown in
Table 1.

3.2 Fitness Evaluation

We will now describe a method of fitness evaluation for this problem. First, we
calculate instantaneous current waveform 4(f) and instantaneous torque wave-
form 7(0) using the parameters T, 6y, and .. Eq. (8) gives the fitness based on
i(0) and 7(0). We define a good individual as one with a high fitness score.

F(T~,i(9),7(0)) =
—T* [if i(0) > 304

|7 e selse if |7 Teve | > 0.02 (8)
72 ) .
e Doy T i ;else,
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To be sure this is a suitable problem to apply the proposed method to, we
found that the average calculation time for fitness evaluation T, was 0.35 sec.
The average calculation time for fitness prediction T}, was 0.1 x 107* sec. This
satisfies Eq. (7). Therefore, we expect positive results from the proposed method.

3.3 Results and Discussion

The experimental conditions are detailed in Table 2. The experiment of 20 runs
was performed in such a way that run 1 performed only one crossover per cou-
ple (SCPC) , (2 < i < 6) executed i crossovers per couple (MCPC), and
i(2 < i < 6) executed i crossovers per couple with prediction (MCPCP). The
number of crossovers in the experiment is based on [2].

The average execution time needed to discover an optimal solution for each
number of crossovers for is shown in Fig. 3. Esquivel et al. note a weakness
of MCPC, that it will give a wrong response depending on the number of
crossovers [2]. MCPC reaches an optimal solution faster than SCPC only when
it is applied with four crossover. In other words, the number of crossovers for
which MCPC works is limited. On the other hand, MCPCP reaches an optimal
solution faster than SCPC and MCPC for any number of crossovers, although
for it also the calculation time depends on the number of crossovers.

Fig. 4 shows the transition of the fitness value at each time on this problem
for SCPC, the best value of MCPC and MCPCP. In this experiment, we observe
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that SCPC performs well at the beginning of the search but not in the later
stage. On the other hand, although MCPC and MCPCP do not perform well
when the number of choices in the beginning of the search is increased, that is,
when the variety in the population is large, we observe that MCPC and MCPCP
do not fall into local minima at the later stage and provide the optimal solution
faster than SCPC. Additionally, the MCPCP method we proposed provides the
optimal solution faster than MCPC, thus reducing the calculation time of fitness
evaluation with fitness prediction.

4 An Experiment with Standard Test Functions

In this section, the performance of the proposed method is examined by opti-
mizing five standard test functions'. The proposed method attempts to reduce
execution time by performing fitness prediction instead of fitness evaluation.
Thus, problems in which a calculation time for fitness evaluation is far larger
than that for fitness prediction, as shown in Eq. (7), are the targets for the
proposed method. This problem is not one of those target problems, since the
calculation time for fitness evaluation is very small. However, in this paper we
examine the performance of the proposed method by focusing on the number of
fitness evaluations, since the time required to find the solution approaches the
calculation time for fitness evaluation in target problems which meet Eq. (7).

4.1 Test Functions

The optimization problems used here are the minimization of Schwefel’s func-
tion 1.2 (f1), Rosenbrock’s function (f2), Griewank’s function (f3), Schwefel’s
function (f4), and Rastrigin’s function (f5) with 10 design variables, as shown
in Eq. (9)~ (13). The optimum solution is zero, which is the minimization of
the function. Characteristics of each function are shown in Table 3. Schwefel’s
function 1.2 and Rosenbrock’s function are unimodal functions, but they have
a strong epistasis among their variables. Griewank’s function has very small but
numerous minima around the global minimum, although it has a unimodal shape
on a large scale. Schwefel’s function has many local minima, and it has a global
minimum at one of the four corners in a two dimensional case. Rastrigin func-
tion also has many local minima, but it has no epistasis among its variables. For
these functions, one design variable is represented by 10 bits, 10 design variables
means the chromosome is 100 bits long.

OIED (=64 < 2; < 64) (9)

fl(xl»"‘»xn) =

! We used a binary-coded GA in this paper, although it is possible that real-coded
GA is more useful than binary-coded GA for this problem.
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Table 3. Characteristics of test Table 4. Parameters and operators
functions

function name  modality epistasis Parameter Value
Schwefel 1.2 (f1) unimodal  high Chromosome Length 100
Rosenbrock (f2) unimodal  high Population Size 100
Griewank (f3) multimodal medium Selection method Roulette
Schwefel (f4) multimodal nothing Crossover Rate 1.0
Rastrigin (f5) multimodal nothing Crossover Method 1-Point
Mutation Rate 0.01

Terminal # of Evaluations 5,000,000

n—1

fo(mr, o wn) = Y [100(mipr —a7)?+(1—2:)%).  (—2.048 < z; < 2.048) (10)
=1

Falwr, - an) = 1+; 4§60—H(cos(ji)). (=512 < z; < 512) (11)

falxy, ) = z”: —zisin(y/|zi)). (=512 < x; <512) (12)
i=1

fs(xr, -, zn) =100 + zn:(xf — 10cos(2mx;)). (—5.12 < x; <5.12) (13)

i=1

4.2 Results and Discussion

The experimental condition is shown in Table 4. The experiment of 20 runs is
performed on each function, in such a way that run 1 executed only one crossover
per couple (SCPC), i(2 < ¢ < 6) executed i crossovers per couple (MCPC),
and (2 < i < 6) executed 7 crossovers per couple with prediction (MCPCP).
The number of crossovers in the experiment is based on [2]. The results of the
experiment, the average number of evaluations where the optimum is discovered
for each number of crossovers, are shown in Table 5. When the optimum is not
discovered, the fitness values at the terminal number of evaluations (=5,000,000)
for each number of crossovers. In this table, the bold type indicates that the
proposed method performs well compared with the conventional method.

In this experiment, we observe that the MCPCP method we proposed pro-
vided or approaches the optimal solution faster than the conventional method
according to tests f1, f2, and 5. On the other hand, MCPCP under test f3 does
not perform well on average. MCPCP under test f4 does not provide the opti-
mal solution for some numbers of crossovers until the terminal generation. It is
difficult to predict exactly in multimodal functions having many local minima,
because the fitness prediction uses all individuals in the previous generation. It
is supposed that the reason why the proposed method does not perform well in
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Table 5. The average number of evaluations (#) where the optimum is discov-
ered (x10%) or the average fitness at the terminal

Best value of MCPCP (Proposed)

SCPC&MCPC for each number of crossovers

(Conventional) 2 3 4 5 6
f1 #164.60 #138.00 #143.60 #108.00 #131.90 #132.40
2 0.61 0.50 0.53 0.56 0.58 0.54
3 0.05 0.07 0.05 0.06 0.05 0.06
f4 #4,716.70 #2,695.80 #4,247.70 5.92 5.92 #4,475.80
5 #125.30 #96.10 #91.50 #86.50 #91.30 #91.30

multimodal functions appears to be that it settles on a local minima because of
prediction error. The proposed method performs well on parts of f4 and f5 in
spite of their multimodal shapes because the shape is a big-valley structure?.

From these results, it seems that the proposed method performs well because
it had fewer errors in fitness prediction of unimodal functions. However, we
need to apply the proposed method to other problems having varied search
spaces. Therefore, we apply the proposed method to the Distributed Genetic
Algorithm (DGA) [12], since it is effective in solving multimodal functions. The
next section gives the method and a re-experiment using the DGA.

5 An Application to the Distributed Genetic Algorithm

In this section we show a re-experiment using the DGA for two functions 3 and
f4 which had bad results in previous section. Fitness prediction is performed per
subpopulation when we apply the proposed method to the DGA.

5.1 A Distributed Genetic Algorithm (DGA)

Fig. 5 shows the overview of the DGA [12]. In the DGA, a large population is
divided into smaller subpopulations, and a traditional GA is executed on each
subpopulation separately. Some individuals are selected from each subpopula-
tion and migrated to different subpopulations periodically. The variety of the
individuals in the whole population is increased by converging on local minima
at each subpopulation. This large variety improves the effectiveness of the search
in DGA compared with conventional GA.

Additional coding is not needed to apply the proposed method to the DGA.
However, past individuals m;(i = 1,...,n) used for prediction should be in
the same subpopulation as the individual m,e, that we want to predict. As
a result, we can make full use of the characteristics of the DGA executing on
each subpopulation separately, and we expect that individuals will converge on
local solution early at each subpopulation.

2 A function with big-valley structure has many local minima, but a unimodal shape
on a large scale.
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(single popoulation) DGA (3 subpopoulations)

Fig.5. Overview of the DGA

Table 6. The average number of evaluations (#) where the optimum is discov-
ered (x10%) or the average fitness at the terminal

Best value of MCPCP (Proposed)
SCPC&MCPC for each number of crossovers
(Conventional) 2 3 4 5 6
3 0.0049 0.0010 0.0016 0.0016 0.0012 0.0016
f4 #52.8  #40.0  #42.4  #48.0  #44.8  #46.8

5.2 Results and Discussion

We used much the same experiment as the previous section. In the experiment,
we examined the prediction about the two functions f3 and f4 which had bad
results in previous section. The parameters for the DGA based on [13] are follows:
the population size is 400; the number of subpopulations is 40; the migration
interval and the migration rate of f3 are 7 and 0.1 respectively; the migration
interval and the migration rate of f4 are 5 and 0.5 respectively. Table 6 shows the
results of the experiments of £3 and f4. The result of f3 is the average fitness at
the terminal number of evaluations (=5,000,000) for each number of crossovers.
The result of f4 is the average number of evaluations where the optimum is
discovered at each number of crossovers.

In this additional experiment, we observed that the proposed method obtains
the optimal solution with fewer numbers of evaluation and the average fitness at
the terminal is higher than the conventional method at all number of crossovers.
Thus, the proposed method works efficiently with multimodal shaped problems
when applied to the DGA.

6 Conclusion

We have proposed a method to reduce execution time using the fitness predic-
tion as a modified version of MCPC that increases search points. The proposed
method is intended for problems in which fitness evaluation time is large. In this
paper, the proposed method has been applied and examined with a parameter
optimization problem for SRM control. In this experiment, the proposed method
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could obtain an optimum solution faster than SCPC and MCPC, the conven-
tional method. We also examined this method with the standard test function
to check applicability to other common problems. We observed that the pro-
posed method performed well in experiments with these test functions except
for multimodal functions having many local minima. In this case, prediction er-
ror increases because we need to use all individuals in the previous generations
for prediction, and we guess that the incorrect prediction causes the solution to
fall into the local minima. On the other hand, we had good results using fitness
prediction for each subpopulation by using DGA about two functions having
bad experimental results. Thus, the proposed method with the DGA can be
applicable to various problems.

When GA is applied to various engineering applications, the search space is
unknown, and many applications need large amounts of high-fitness individu-
als because of spread of the search space. However, the increase of the predic-
tion error may cause the probability of selecting precisely best two individuals
per crossover to decrease. This means that the applicable number of crossovers
depends on the prediction error. Thus, it is important to increase the predic-
tion accuracy to improve the search performance by increasing the number of
crossovers. It has been reported the effect of the prediction accuracy depends
on the generation and the number of past generations needed to predict [14]. In
the future, we would like to improve the effectiveness of the proposed method.
Therefore, it is important to improve the prediction accuracy by modifying the
proposed method. Thus, it has need to consider other research or examine other
method of fitness prediction.
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Abstract. The RGCP (Robust Graph Coloring problem) is a new vari-
ant of the traditional graph coloring problem. It has numerous practical
applications in real world like timetabling and crew scheduling. The tra-
ditional graph coloring problem focuses on minimizing the number of
colors used in the graph. RGCP focuses on the robustness of the color-
ing so that the coloring is able to handle uncertainty that often occurs
in the real world. By that, we mean that given a fixed number of colors
we would like to color the graph so that adjacent vertices are assigned
different colors with the consideration of the possible appearance of the
missing edges. In this paper, we present a new hybrid genetic algorithm
(GA), which embeds two kinds of local search algorithms - enumerative
search and random search within the GA framework. In addition, we
integrate a partition based encoding scheme with a specialized crossover
operator into our GA method. We also propose an adaptive scheme that
alternates between two local search methods to increase performance.
Experimental results show that our new algorithm outperforms the best
published results in terms of the quality of solutions and the computing
time needed.

1 Introduction

The graph coloring problem is a well-known NP-complete problem, which has
numerous applications in real world [7]. It has many applications in timetabling
and scheduling. The goal of the coloring problem is to use the minimal number
of colors to color the vertices of a given graph, with the constraint that all pairs
of adjacent vertices must receive the different colors. The graph coloring problem
is an important problem. DIMACS, in its second challenge, has put the graph
coloring problem as one of its challenge problems with many benchmark data [6].
Unfortunately, the graph coloring problem is NP-complete [4], as a result, many
heuristics algorithms have been proposed [1, 6, 5] to solve it.

The RGCP (robust graph coloring problem) is a very useful extension of
the classical graph coloring problem. The problem was first introduced by [8].
RGCP focuses on building robust coloring for a given graph by a fixed number

T.D. Gedeon and L.C.C. Fung (Eds.): AI 2003, LNATI 2903, pp. 125-136, 2003.
© Springer-Verlag Berlin Heidelberg 2003
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Table 1. An instant of one-day timetable of flight route

1D Route Departure Time Return Time
1 HKG-PEK-HKG 09:00 16:00
2 HKG-XMN-HKG 09:00 14:00
3 HKG-PEK-HKG 15:00 22:00
4 HKG-KMG-HKG 16:00 23:00
5 HKG-PVG-HKG 08:00 15:00

of colors, taking into consideration the possibility of appearing and penalizing
those coloring where both vertices of an missing edge having the same color. The
penalty function depends on the application domain. In [3], a GA based method
was presented to solve RGCP. The experiments in that paper showed that the
algorithm had acceptable results and running time, as compared to approached
based on binary (0/1) programming.

In this paper, we present a new hybrid GA based approach to solve RGCP.
A new encoding method has also been devised which has the ability to reach
all solution configurations. This is an improvement over the previous method
will may not reach certain solution. A specialized crossover operator is created
and integrated into the hybrid GA search framework with two kinds of local
search operators. The experimental results indicate that our new approach to be
superior in quality and also in computing time.

In Section 2, we shall present the problem statement with an analysis of
the time complexity of RGCP. In Section 3, the binary programming model of
RGCP is presented together with the previous GA approach. We present our
new encoding method for search space and our crossover operator in Section 4.
The complete hybrid GA is introduced in Section 5. Computation results are
given in Section 6. Finally, we present the conclusion in Section 7.

2 Problem Statement and Time Complexity

2.1 Crew Assignment Problem — An Application

Before we formalize the statement of RGCP, we would like to introduce - robust
crew assignment for a regional airline. Suppose you are in charge of four crew
teams for five round-trip domestic flight routes from Hong Kong to other main-
land China cites, illustrated in Table 1. In Table 1, columns 1 to 4 are identity
number (ID), the flight route, the time of departure from and to the home base
airport (Hong Kong International Airport - HKG) within one day respectively.

The constraints for crew assignment are (i) each flight route should has one
and only one crew team; (ii) each crew team can serve at most one flight route
at any time; (iii) each crew team should has at least 60 minutes or more ground
time in HKG to transfer from one flight route to another, a crew member may be
asked to take one more flight route due to insufficient personnel. Considering the
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Time 9:00  14:00  15:00 16:00 22:00

Fig. 1. overlap based on the timetable of Table 1

Fig. 2. Graph model responding the timetable in Table 1

above constraints for crew assignment, we know the most important relationship
is the overlap of flying duration. For example, the overlap relationship based on
timetable of Table 1 is shown in Figure 1. We can use a graph to model the
overlap relationships where each vertex represents one flight route. An edge
exists between two vertices if a crew member can work on the two flight routes
represented by the two vertices. This means that the end time of the earlier
route must be earlier than the start time of the later route by 60 minutes. For
instance, based on the overlap relationship in Figure 1, the corresponding graph
model is showed as Figure 2.

We can model the crew assignment problem as a graph coloring problem
where each vertex represents a flight route and each color represents one crew
team. For the graph in Figure 2, it is easy to see that the minimum number of
colors needed is 3. This means that only 3 teams of crew can handle all 5 flight
routes without violating any constraint. One possible optimal coloring for the
graph in Figure 2 is (Solution 1): [C(1) = 1,C(2) = C(3) = 2,C(4) = C(5) = 3]

This means that we assign crew team 1 to route HKG-PEK-HKG; schedule
crew team 2 to take route HKG-XMN-HKG and route HKG-PEK-HKG (the
team has exactly 60 minutes for ground transfer); schedule crew team 3 to handle
route HKG-PVG-HKG and HKG-KMG-HKG.

Next, let us consider flight delays which occur very often. For example, due
to the bad weather of Xiamen (XMN), the flight route No.2 has been delayed to
return to HKG at 16:00 instead of the original schedule at 14:00. This change
results in the change of the overlap relationship between flight routes No.2, No.3,
and No.4. The modified graph model is shown in Figure 3. In Figure 3, three
colors is not enough. However, if the previous coloring solution for the graph of
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Fig.3. Graph model if flight route No.2 delays to return at 16:00

Figure 2 is (Solution 2): [C(1) = 1,C(2) = 2,C(3) = 3,C(4) = C(5) = 4], it
can obviously handle this uncertain flight delay without any crew assignment
rescheduling. In fact, in many situations, we prefer to get a robust result rather
than the other with the minimum number of colorings. The aim of robust crew
assignment problem is to seek the most robust assignment. Here, the definition
of ‘Robustness’ takes into account the uncertainty of the flight delays which is
a norm in day to day operations.

One simple way to model the uncertainty is to estimate the probabilities of
the presence of the missing edges. In the robust crew assignment problem, we
have the following equation, considering the overlap rate between two flights
route No.i and No.j,

Tt r

hij
' max(T, TIP) — min{ T T 4o

(1)

where T? and T represent the departure and return time for flight route
No.i, T3 means the minimal ground transfer time, and « is a constant. From
the above equation, we can obtain the following uncertainty matrix H which
presents all uncertain changes on the fixed timetable of Table 1 (c is set to 10)

w— —  _
x 0.86 0.46 —

H= * = = (2)

*  0.86

*

In addition, we formalize the objective function for a given graph topology G =
(V, E) with given uncertain information matrix H,

min R(G) = —log Z hij (3)
(i,9)€E,C(1)=C(4)

For the solution 1, the value of robustness is R = —log(p(2,3) + p(4,5)) =
—10¢(0.864-0.86) = 0.236. On the other hand, for the solution 2, R=—log(p(4,5))
= —10g(0.86) = 0.066. From the above calculation results, we say that Solution
2 is more robust than Solution 1.
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2.2 The General Problem

The Robust Graph Coloring Problem (RGCP) can be defined as follows:

Given the graph G = (V, E) with |V| = n, let ¢ > 0 be an integer number
and the penalty set P = {pi;, (1,7) € E}, The objective function of RGCP is to
find

min R(G) = —log > Dij (4)
(1,5)€E,C(i)=C(j)
where C' is a coloring mapping ie. C : V. — 1,2 --- ¢ satisfying C(i) #
C(4),V(i,j) € E. The RGCP can be characterized by (n, ¢, P). Depending on
various application domains, the penalty set may have different definitions.

2.3 Time Complexity

As a special instance of RGCP when all penalties are zero, i.e. p;; = 0,Y(i,j) €
E and R(C) = 0, the RGCP problem becomes the classical decision minimal
coloring problem which has been proven to be a NP-complete problem [Garey
and Johnson, 1979]. Hence, RGCP is a NP-complete problem.

3 Binary Programming and GA

We introduce the binary programming model to solve the RGCP exactly. Let
the decision variable z;, = 1 if C(j) = k, otherwise xj; = 0, where j(1 < j <n)
is the index of vertex, k(1 < k < ¢) is the index of color and C' represents the
coloring mapping. We define the auxiliary variables

1 Elk,xik = Tji = 1
Yiz =

0 otherwise v(i.j) € £ (5)

Then the RGCP can be stated as

min R(G) Z DijYij (6)

(i.5)€E
subject to the following constraints

S xie =1,Vie{1,2,---,n}
Tip + ik < 1,V(i,j) € E,Vk € {1,2,-+-, ¢} )
Tik +xjp — 1 <y;;,V(i,j) € E,Vk € {1,2,--+, ¢}

As the RGCP is NP-complete, the binary programming method can only
solve very small instances optimally in acceptable computing time.

We briefly describe the GA method presented in [8] to to solve the RGCP.

There are several key components in any classical GA algorithm. These in-
clude search space encoding, fitness function, operators for population (selection,
crossover and mutation) and the parameters setting such as the maximum num-
ber of iterations, the population size and so on. In that paper, the search space
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encoding is based on the sequence of vertices. Once the sequence is defined,
the solution is constructed greedily as follows: for any vertex, the least feasible
color was computed taking into account the colors of adjacent vertices that were
colored previously. This encoding method cannot guarantee the feasibility of
coloring from every sequence, i.e. eventually more than ¢ colors may be needed
and a large penalty P; is added to the fitness function to penalize any invalid
coloring during GA search process.

The selection operator is the basic Monte-Carlo method that gives each indi-
vidual in the population a probability of selection. The probability is the rate of
the value of its fitness function over the sum of all individuals. The crossover is
the standard single point crossover method which randomly selects a crossover
point and exchange the two sequences at the crossover point. The numbering
may be readjusted to be unique based on the relative order of the “crossovered”
results.

There are several drawbacks for the above method. Firstly, the encoding
method is not sufficient enough to cover the whole space of coloring. In other
words, the optimal solution may not be reachable. For example, the sequence (1,
2, 3,4, 5) can be used to construct Solution 1 for the graph in Figure 2. However,
no sequence can construct the solution 2 successfully for the same graph by
the above greedy construction algorithm. The reason is that the above greedy
construction algorithm focuses on the minimal number of colors only in each
search step, but not on the robustness of the coloring. In addition, the crossover
method does not handle the objective function (robustness) effectively. Finally,
the classical GA method is a little unrefined as an efficient search method.

4 Encoding and Crossover Operator

We use an encoding method based on the partition approach, where a set of
vertices belonging to a group will be assigned the same color. In other words,
an individual s in the population can be presented as s = {Vi,Va, -+, V.},
where V; = {j|C(j) = 4,1 < j < n},1 < i < e For instance, the Solution
1 for the graph in Figure 2 can be presented as {{1}, {2,3},{4,5},{}} and the
Solution 2 can be presented as {{1},{2},{3},{4,5}}. It is obvious that the above
partition based encoding can represent any coloring. Compare with the order
and color based approach, our search space is ¢’ instead of n!, since the order
of the vertices assigned with the same color will be ignored in the search. In
practice, we always have ¢ < n, hence ¢ < nl.

One efficient crossover operator for the individuals encoded based on the
partition approach is the Greedy Partition Crossover (GPX) mentioned in [3].
The description of GPX is presented below:
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Algorithm 1 The GPX crossover operator

Input: individual s' and s as parents
81 — {‘/117‘/217 - ‘/Cl}

82 — {‘/12’ V22, . ‘/;2}

Output: offspring s = {V1, Va2, -+, V.}
1: for all i(1 <i<c¢) do

2 if 7 is odd then

3 A=1;

4 else

5: A=2;

6: end if

T Vi= Vi

8 remove all vertices of V; from both s
9: end for
10: Assign randomly the vertices of V/(ViUVaU---U VL) ;

L and s%;

s' - parent 1 5= parent 2 s — offspring

vii v, v vl Vv v V2 v, V, Vs V,
Input 19 [ 23] 45| 678 16 | 29| 38 | 457
i=1 | A=1 [ 19 |23 | 45 1 |29 3 45 6,78
i=2 | A=2 1 3 | 45 1 3 45 6,78 | 2.9
i=3 | A=1 1 3 1 3 678 | 29| 45
i= A=2 3 3 678 | 29 | 45 1
Random 678 29 453 | 1
Assign
Output 678 | 29 [ 453 | 1

Fig.4. The GPX crossover operator: An example

Figure 4 illustrates how the offspring are produced by GPX, where the two
parents are s' = {{1,9},{2,3},{4,5},{6,7,8}} and s* = {{1,6},{2,9},{3,8},
{4,5,7}} when c is 4.

5 The Hybrid GA

5.1 Algorithm Description

We use the hybrid GA to solve RGCP using the new encoding scheme and
crossover operator introduced in Section 4. The general framework of our algo-
rithm is given in Figure 5.

First, the algorithm generates an initial population from random colorings. It
will then perform Selection, Crossover, Local Search and Update steps iteratively
for T},q. iterations. The details of each step in each generation is described below:

— Selection: The population m is divided into m/2 pairs randomly. The cross-
over operation is performed on each pair with a probability of p.
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Fig.5. The framework of the hybrid GA

— Crossover: a offspring is created by CPX

— Local Search: A local search algorithm is applied to improve the offspring to
get a new individual using a fixed number of iterations

— Population Update: The improved individual is inserted into the population
by replacing the parent individual with the worst value of fitness function

We replace mutation operator with a local search procedure to focus the
search process.

5.2 Selection Operator

We set the deterministic sampling as the selection operator in our GA. The

deterministic sampling is given by the following equation:
F(individual,,)

M F(individual,y,)

m=1

N, =M (8)

M is the size of population and the fitness function F(G) = R(lG) if the color-

ing is valid, otherwise F'(G) = R(G%+P1-

determined for each individual. And then, the integer value of the expected oc-
currence is copied directly into the population. Secondly, the fractional portion
of the N; is used as a sort order for the individuals in the population, i.e., the
individuals with the greatest fractional component head a list. Finally, the re-
maining individuals are selected from the top of the list until the population is
full.

In deterministic sampling, N; is first
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5.3 Two Local Search Operators

In general, the objective of the local search in our hybrid GA is to maximize
fitness function subjected to the neighborhood search space of changing only one
vertex. We designed two kinds of local search operators in our algorithm, one is
known as enumerative search and the other is called random search.

— FEnumerative search
Step 1: For each vertex, the algorithm first calculates the reduction of the
fitness function if the color for that vertex is removed. The vertex with
minimum reduction to the fitness function is marked as v’.
Step 2: We try all possible colors on the vertex v’. The color with has max-
imum increase of the fitness function is denoted as ¢’. We assign color ¢/
to vertex v’. The above two steps are repeated L. times to obtain the final
result. In Step 1, we iterate all vertices and in Step 2, we iterate through all
colors, therefore the computing time is O(L. * (n + ¢)). If we were to try all
possible coloring switches naively, the computing time is O(L. * (n * c).

— Random search
Step 1: We randomly choose a vertex v’ in the given graph and calculate the
reduction of the fitness function when the existing color for v’ is removed.
Step 2: Try all possible colors on vertex v’. Let color ¢’ be the color with the
maximum increase of the fitness function. Assign color ¢’ to vertex v'. The
above two steps will be iterated L, times. Since each iteration enumerates
all colors in Step 2, the time of computing is O(L, * (1 + ¢)).

The performance comparison of the two local search operators is presented
in Section 6. Since they have different performance according to the size of input
graph, we make our algorithm adaptive and more efficient by integrating both
local search methods into a hybrid GA that selects either method based on
a threshold such as n or ¢/n.

6 Experimental Results

First, we design a set of experiments to compare the performances between the
two local search operators - enumerative search and random search on various
input data. There are a total of 16 input sizes, n, where n ranges from 10
to 1000. For each size, we randomly generate 50 instances where the missing
edge penalties are generated with the uniform distribution in the interval [0,1].
The graph density is fixed to be 0.5. We have the same parameters setting
(m = 20,ITae = 50,p. = 0.6, P, = 10°) as previous GA method [3]. We
try L, = 10 and L, = 20 for the enumerative search and L, = 50 for the
random search. For our experiments, we use a Pentium III personal computer
with a 500MHz CPU and 256M RAM. The previous paper proposed in [3] uses
the same hardware configuration.

The experimental results are shown in Table 2. For each row identified by
ID from 1 to 16, the graph size and the number of colors allowed, the results
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Table 2. Enumerative Local Search v.s. Random Local Search (the optimal
solution marked *)

Enumerative Search Enumerative Search Random Search

IDn ¢ (Le = 10) (L = 20) (L, = 50)
R CPU Time R CPU Time R CPU Time
1 10 4 3.04 0.58 3.03 0.67 *2.96 1.26
2 10 5 1.52 0.5 1.51 0.8 *1.48 1.09
3 15 5 7.18 0.49 7.02 1.03 *6.33 1.19
4 15 6 4.07 0.64 4.1 0.86 *3.73 1.14
5 20 5 15.58 0.67 14.92 0.66 *13.12 0.72
6 20 8 4.17 0.68 4.06 1.06 *3.78 1.52
7 20 10 1.68 0.92 1.71 1.04 *1.48 1.43
8 50 18 11 1.46 10.9 2.32 *8.38 2.41
9 100 35 25.28 2.8 23.34 3.07 *15.45 3.24
10 100 50 4.18 2.92 3.74 4.29 *2.40 3.94
11 250 70 103.08 9.24 98.73 11.41 *80.71 7.64
12 250 90 47.65 10.6 37.62 13.49 *36.54 9.44
13 500 150 193.85 37.66 *139.29 49.11 156.2 31.1
14 500 200 113.23 47.71 *59.72 68.23 81.1 48.2
15 500 250 92.46 73.47 *36.05 100.14 109.99  120.09
16 1000 400 306.19 264.49 *220.36 372.03  267.84 351.37

for both two local search operators including the average minimum value R of
objective function and the corresponding average CPU time in seconds.

From the Table 2, the enumerative search of L. = 10 has the fastest run-
ning time. However, the its solution is the worst among the three methods. For
example, when L. increases to 20, the solution obtained for (n,c) = (500, 200)
improves from 113.23 to 59.72. However, its running time is also increased ac-
cordingly. When we compare random search with L, = 50 and enumerative
search with L, = 20, the random search is superior in terms of the run time
except in the test set ID.15 where the ratio ¢/n is too big. When n < 500,
the random search based method outperforms the enumerative search. However,
when n > 500, the enumerative search is better than the random search.

Secondly, we designed another set of experiments to compare the performance
between our new hybrid GA and GA proposed in [8] for medium and large
graphs. The experimental results are given in Table 3. We have 9 sizes of input
graph (row), where the number of vertices n ranges from 50 to 2000. For each
size, we randomly generated 50 instances for the graph where the penalty for the
each missing edge is 1. This has the same setting as previous published GA[3].
In each row, we provide the number of vertices n, the fixed number of colors ¢,
the average minimum value of the objective function R with the average CPU
running time in seconds by our hybrid GA using random local search of L,. = 50.
In addition, the results by published GA in [3] are also listed for comparison.

From Table 3, it is clear that our new hybrid GA outperforms the published
GA significantly, not only obtaining better quality of solutions, but also reducing
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Table 3. Hybrid GA v.s. Published GA (the optimal solution marked *)

Hybrid GA Published GA
ID n ¢ (without Alternating) (with Alternating)
R CPU Time R  CPU Time R CPU Time
50 18 *46.00 2.35 *46.00 2.35 46 1.54
100 35 *95.00 4.22 *95.00 4.22 97 5.5

250 70 *330.00 12.26 *330.00 12.26 334 54.32
250 80 *270.00 12.79 *270.00 12.79 280 46.47
250 90 *230.00 14.22 *230.00 14.22 238 39.38
500 200 400.04 56.56 *400.00 54.82 411 166.14
1000 300 1202.28 262.89 *1202.20 227.52 1235 646.42
2000 500 3106 977.49 *3006 1006.33 N/A N/A
2000 700 2006 1276.31 *1948 1175.60 N/A  N/A

© 00~ O Uk W

the computing by almost 75%. Furthermore, our hybrid GA can solve inputs with
large sizes. For instance, it can obtain results for n = 2000 within 20 minutes
using a 500MHz PC.

Finally, in Table 3, we also show the results for the adaptive alternating local
search. The threshold for alternating between the two local search methods is
fixed to be n = 500, where the algorithm will select the random local search if
n < 500, otherwise it will select the enumerative local search. From Table 3, the
alternating method improves the performance for test cases with large sizes. For
instance, in ID.9 when (n,c¢) = (2000, 700), it brings 3% relative improvement
in solution with the same amount of running time.

7 Conclusion

In this paper, we studied RGCP and presented a new hybrid GA approach
to solve the problem. Computational results indicated that our hybrid GA to
be superior to the previous method, not only in solution quality but also in
computational efficiency.
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Abstract. Considerable progress has recently been made in using clause
weighting algorithms to solve SAT benchmark problems. While these al-
gorithms have outperformed earlier stochastic techniques on many larger
problems, this improvement has generally required extra, problem spe-
cific, parameters which have to be fine tuned to problem domains to
obtain optimal run-time performance. In a previous paper, the use of
parameters, specifically in relation to the DLM clause weighting algo-
rithm, was examined to identify underlying features in clause weighting
that could be used to eliminate or predict workable parameter settings.
A simplified clause weighting algorithm (Maxage), based on DLM, was
proposed that reduced the parameters to a single parameter. Also, in
a previous paper, the structure of SAT problems was investigated and
a measure developed which allowed the classification of SAT problems
into random, loosely structured or compactly structured. This paper ex-
tends this work by investigating the behaviour of Maxage with regard
to the structural characteristics of SAT problems. The underlying mo-
tivation for this study is the development of an adaptive, parameterless
clause weighting algorithm.

Keywords: Constraints, Search.

1 Introduction

The propositional satisfiability (SAT) problem is fundamental in solving many
practical problems in mathematical logic, inference, machine learning, constraint
satisfaction, and VLSI engineering. Theoretically, the SAT problem is the core
of a large family of computationally intractable NP-complete problems. Several
such NP-complete problems have been identified as central to a variety of areas in
computing theory and engineering. Therefore, methods to solve the satisfiability
problem play an important role in the development of computing theory and
systems.

In this paper, as with most other work on SAT algorithms, we only consider
propositional formulae in conjunctive normal form. That is, formulae of the form
F=NA, \/j l;; where each [;; is a propositional variable or its negation. The [;; are

T.D. Gedeon and L.C.C. Fung (Eds.): AI 2003, LNAT 2903, pp. 137-149, 2003.
© Springer-Verlag Berlin Heidelberg 2003
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termed literals while the disjunctions \/ j l;; are the clauses of F'. The goal of all
SAT algorithms is to find an assignment of the truth values to the propositional
variables in F' that results in no unsatisfied (false) clauses.

Algorithms for solving SAT problems can be divided into two categories: com-
plete and incomplete. Complete SAT algorithms perform a systematic traversal
of the search space and will always find a solution if one exists. Incomplete SAT
algorithms are stochastic algorithms in that they may find a solution but, if they
fail, it cannot be concluded that no solution exists.

Some of the best known incomplete SAT algorithms are local search algo-
rithms that, while they differ in detail, all basically implement a local search
strategy which starts with an initial random assignment of truth values to all
propositional variables. In each subsequent search step, the algorithm selects
a variable using some heuristic and negates the truth value of that variable (i.e.
true to false or false to true). Variable negations are typically performed with
the goal of minimising an objective function based on the currently unsatisfied
clauses.

A version of local search, that has recently become very effective in SAT prob-
lem solving, modifies the objective function by associating a weight with every
clause of the given formula. These algorithms then aim to minimise the total
weighted objective function rather than the number of unsatisfied clauses. By
appropriate manipulation of clause weights, these clause weighting algorithms
are able to escape from local minima and other attractive non-solution areas
in the underlying search space. The major, inherent disadvantage in these algo-
rithms is that additional, problem dependent, parameters are required to control
the clause weights.

In 1993, clause weighting local search algorithms for SAT were simultane-
ously proposed in [5] and [8]. Various enhancements to clause weighting followed
in the mid-90s, particularly Jeremy Frank’s work on multiplicative weighting and
weight decay [1]. Early clause weighting algorithms avoided plateau search by
adding weight to all unsatisfied clauses as soon as a plateau was encountered [5].
However, it was not until the development of DLM [9] that these insights were
translated into significant performance improvements. The main differences be-
tween Discrete Lagrangian Multiplier (DLM) and earlier clause weighting tech-
niques are in the use of a tabu list [2] to guide the search over plateau areas,
and a weight reduction heuristic that periodically reduces clause weights. The
Smoothed Descent and Flood (SDF) algorithm [6] uses multiplicative weighting
and a continuous renormalisation of relative weights after each increase. While
SDF produced some improvement over DLM in terms of the number of variable
negations required on smaller sized problems, there is a significant run-time over-
head in maintaining SDF’s real valued weights. SDF subsequently evolved into
the Exponentiated Sub-Gradient (ESG) method [7] which has been improved on
by the Scaling and Probabilistic Smoothing (SAPS) [3] method.

Another recent algorithm is Maxage [10], which is based on DLM and has
comparable performance but the problem dependent parameters have been re-
duced from 14 to just a single parameter, the DECREASE parameter, which
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controls the frequency with which clause weights are decayed. The major ob-
jective of this paper is to determine if an estimate of the optimal value of the
Maxage DECREASE parameter can be determined from characteristics of SAT
problems. The underlying motivation for this study is the development of an
adaptive, parameterless clause weighting algorithm, based on Maxage, that de-
termines an initial estimate for DECREASE and then, using measurable char-
acteristics of the search process, adaptively modifies DECREASE to produce an
effective search.

This paper is structured as follows. Section 2 presents a more detailed discus-
sion of clause weighting, particularly with reference to Maxage, while Section 3
contains a description of SAT problem characteristics. An analysis of four bench-
mark SAT problems, with regard to these characteristics, is presented in Section
4 and Section 5 presents an analysis of how these characteristics influence the
Maxage DECREASE parameter. Finally, Section 6 contains a conclusion and
suggestions for future research.

2 Local Search

At a high level, a local search algorithm can be viewed as a mechanism for
traversing a highly multi-dimensional hyper-surface with the objective of lo-
cating a global minima. While features of the hyper-surface may be extremely
complicated, the perception of the hyper-surface by the local search algorithm is
very limited in that it only knows the hyper-surface immediately adjacent to its
current position and has no memory or knowledge of the hyper-surface in any
other location. In fact, its knowledge is limited to, for a single step in any given
direction, the rate at which the hyper-surface is changing. To efficiently traverse
the hyper-surface the local search algorithm must avoid:

— Search Cycles which are basically some configuration of closed paths on
the hyper-surface. They arise because of the presence of local minima or
some combination of other hyper-surface features.

— Unguided Travel which occurs when the hyper-surface is locally flat
(plateau) and there is no basic, under-lying guidance for the search.

Search cycles that have short path lengths can be successfully handled by mech-
anisms such as Tabu lists [2], which prevent re-selection of a variable before some
number of other variables have been modified. However, search cycles with longer
path lengths or a variety of paths are much more difficult to detect and escape
from. Tabu lists can also have a beneficial effect when traversing a hyper-surface
plateau as they tend to provide an underlying direction for the search.

2.1 Non-clause Weighting Local Search Algorithms

The hyper-surface traversed by non-clause weighting local search algorithms for
SAT problems is generally that formed by evaluating the number of false clauses
for each assignment of variables identified during the search. That is, the local
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search is performing the global optimisation problem (for a SAT problem with n

variables (x1,...,2,) and m clauses (¢1,...,¢m)):
min f($1,~-~,$n)zzbi (1)
i=1

where b; = 0 if clause ¢; is true and b; = 1 if clause ¢; is false. At each step
in the search, these algorithms evaluate the effect of negating each variable in
terms of the reduction in the number of false clauses and will generally select the
variable which causes the largest decrease in f. The fundamental differences in
these algorithms are typically in the tie-breaking rules, if more than one variable
gives the best decrease, and how they handle search cycles and plateaus on the
hyper-surface (random moves, random restarts and Tabu lists).

2.2 Clause Weighting Local Search Algorithms

Clause weighting local search algorithms traverse the weighted false clause hyper-
surface formed by the weighted cost of a problem solution. That is, a clause
weighting local search is addressing the global optimisation problem:

m
min g(a:l,...,xn):Zw,;b,;, w; > 1 (2)
i=1

where w; is the weight associated with clause ¢;. At each step in the search,
these algorithms evaluate the effect of negating each variable in terms of the
reduction in the weighted cost of the false clauses and will generally select that
variable which causes the largest decrease in g. Clause weights act to deform the
weighted false clause hyper-surface (5,) from the false clause hyper-surface (Sy)
and are typically incremented whenever a local minimum or extended plateau
is found by the algorithm. This action tends to remove local minima [5] and
plateaus from S,. To prevent S, from becoming too deformed and “rugged”
(and thus losing any natural underlying guidance from S¢), a clause weight
reduction mechanism is normally incorporated into the search.

Clause weighting local search algorithms tend to focus on satisfying the more
difficult clauses of a SAT problem as the weights for clauses that are difficult
to satisfy will, on average, be higher than those for clauses that are easier to
satisfy. This will make satisfying these clauses more attractive to the algorithm
and is analogous to the common problem solving heuristic of attacking the most
difficult parts of a problem first, and then addressing the less constrained re-
sources until a solution is found. It is also important to note that all global
minima, corresponding to f = g = 0, will be in the same positions on S, as they
are on Sy. If this were not the case, clause weighting local search algorithms
would be at a considerable disadvantage to non-clause weighting local search al-
gorithms in that they would be trying to locate global minima that are moving
on S, as clause weights change (as is the case when the global minima are such
that f > 0).
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There are some inherent disadvantages in clause weighting algorithms,
namely that additional, problem dependent parameters are required to control
the clause weighting. These include the amount by which to increase or decrease
the clause weights and at what point reweighting should occur. Also, the pos-
sibility of clause weighting cycles exists where clause weights are repetitively
increased and decreased causing a search cycle in the sequence of variables to be
negated.

2.3 Clause Weighting in Maxage

As shown in Fig. 1, Maxage [10] has only one parameter, the DECREASE clause
weighting parameter, which specifies how many clause weight increases must oc-
cur before a clause weight reduction is performed. Unfortunately, as with the
parameters for DLM, the Maxage DECREASE parameter is problem dependent
and must be pre-determined for each particular class of problem. This typically
requires performing a large number of experiments, where DECREASE is sys-
tematically varied, to identify the optimal value of DECREASE for that class
of problem. Another issue is that these pre-determined values are a compromise
in that they are the optimal, on average, over the entire search. It is reasonable
to assume that the actual optimal value for DECREASE, at any point in the
search, depends on the nature of Sy at the current location of the search and this
varies, with most problems, during the search. When DECREASE is very close
to one, clause weighting has little effect as clause weights are rapidly returned to
their default value. That is, g tends to be very close to f and there is relatively
little influence on the search from clause weighting. When DECREASE is large,
clause weights tend to become large as the downward re-weighting of clauses is
performed less frequently. This tends to make the difference between f and g
more significant and g becomes a more “rugged” function than f, in the sense
that there is greater potential for the change in g to be larger than that for f at
each step of the search.

2.4 Determination of Optimal DECREASE for Maxage

The benchmark problems that will be used in this study are four of the problem
domains for which existing Maxage parameters have already been developed,
namely random 3-SAT, parity learning, graph colouring and blocks world plan-
ning. Using the SATLIB! and DIMACS? benchmark libraries, we selected f2000
for random 3-SAT, pari6-1-c for parity learning, bw large.c for blocks world
planning and ¢125.17 for the graph colouring problem. These problems provide
a range of SAT problem types, from random to structured. In addition, they
provide the largest range for the Maxage DECREASE parameter and all have
reasonable computational requirements (which ensures that clause weighting be-
comes a relevant factor in the search). The failure rate of Maxage, for a maximum

! http://www.intellektik.informatik.tu-darmstadt.de/SATLIB/
2 ftp://dimacs.rutgers.edu/pub/challenge/satisfiability /benchmarks /cnf/



142 Wayne Pullan et al.

procedure MAX-AGE
begin
Generate a random starting point
Initialise counters and clause weights to zero
while solution not found and flips < maxFlips do
B «+ set of best weighted cost single flip moves
if no improving x € B then
if oldest x € B has age(z) > maxAge then
B«—uzx
maxAge — maxAge + 1
else if random(p) < P then
B0
end if
end if
if B # () then
Randomly pick and flip z € B
age(x) «— ++flips
else
Increase weight on all false clauses
if ++increases % DECREASE = 0 then
Decrease weight on all weighted clauses
end if
end while
end

Fig.1. The MAX-AGE Algorithm

of 1,000,000 steps, as DECREASE varies in the range 1...100 is shown in Fig. 2
for each of the four benchmark problems. From the data presented in the graphs,
we see that the optimal DECREASE is large (46) for par16-1-c, is smaller (10)
for the randomly generated £2000, is six® for bw large.c and is smallest (four) for
g125.17. Clearly some aspects of the structure of SAT problems have an impact
on the optimal value for DECREASE and this question is investigated in the
next section.

3 SAT Problem Characteristics

The overall goal of this section is, from a static analysis of a SAT problem,
to identify characteristics of Sy that are relevant to the optimal setting for the
DECREASE parameter of Maxage. Using statistical characteristics from the uni-
formly randomly generated SAT problem f2000 as a basis, we categorise other
SAT problems by comparing their statistical properties with those of randomly

3 The computational requirements when DECREASE is large for bw large.c are much
greater than when DECREASE is six.
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Fig. 2. The failure rate for Maxage as DECREASE varies from 1...100 . For
each value of DECREASE, Maxage was executed from 100 random starting
points with a maximum of 1,000,000 steps allowed. The vertical axis records the
number of times for which Maxage failed to find a global minima

generated SAT problems. Random SAT problems are constructed by first uni-
formly randomly selecting the variables for each clause and then, with proba-
bility 0.5, negating each variable. This generation technique ensures that the
distributions of most problem characteristics will closely approximate the nor-
mal distribution. In particular, the distribution of u;, the number of times each
is variable is used, the distribution of the number of unique variables that each
variable shares a clause with (or neighbourhood density)[4], and the presence
of dependent variables can all be used to classify SAT problems as random or
structured. A fourth measure, the distribution of positive and negated literals for
each variable can also be used as a test of randomness. In addition, this measure
also provides information as to the nature of Sy. If we define u¢ as the absolute
difference between the number of positive occurrences (u;) and the number of
negated occurrences (u; ) of x; in clauses then, the distributions of u; and w;
are indicators of the structure of the Sy being traversed by the search. They
place a range on the maximum value of f;, the change in f caused by negat-
ing x;. Clearly, —u;" < fj' < u; , where fj' denotes the change in the number of
false clauses when x; goes from false to true. Correspondingly, —u; < f; < uj,
where f; denotes the change in the number of false clauses when x; goes from
true to false. Clearly, if u;” and u; are small, both f;" and f;” will also be small.
Of interest also is, how are f;” and f;~ distributed within these ranges. Our hy-
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pothesis is that if u¢ is close to zero, then this will bias both f;" and f;~ towards
the zero point of their ranges. The rationale for this is that a small uf states
that there are potentially as many clauses which will go from true to false as will
go from false to true when z; is negated. Conversely, if u¢ is not close to zero,
then this will bias both f;" and f;” towards one of the extremes of their ranges.

Supporting the argument that the distribution of u¢ can be used as an es-
timator of the structure of Sy is the degenerate 1-SAT case where all clauses
only contain a single variable. Clearly, the distribution of u¢ directly reflects
the characteristics of Sy. For k-SAT (k > 1), there are situations where negat-
ing a variable will not falsify a clause (where both variables in the clause were
true) so, in these cases, the distribution of u¢ is a worst case estimator of the
characteristics of the Sy.

4 Structure of Benchmark Problems

As expected, f2000 approximated the normal distribution with a median of 12
while the distributions for the other problems showed that there is a wide range
in the usage of variables in clauses. In addition, the counts of independent and
dependent variables for the four benchmark problems showed that both pari6-
1-¢ and bw large.c are classified as non-random problems. With regards to the
distributions of variable signs and with reference to Fig. 3, the following points
can be made for each of the benchmark problems:

— £2000. For the randomly generated problem f2000, the distributions of u;"
and u; have medians around 6.4 and there are no outliers. From the distri-
bution of u¢ it can be seen that for approximately 12% of variables, ug = 0,
the median is 0.045 and the variance is 13.2. From these observations it is
reasonable to conclude that, Sy for f2000 will have a relatively small pro-
portion of plateaus and the other areas will contain relatively small features.
Accordingly, in this study, we classify Sy for f2000 as “choppy” and expect f;
to be relatively small as each variable is negated.

— parl6-1-c. With regard to u;” and wu;, their distributions have medians
£5.7 and it can be seen that there are just a few large outliers. From the
distribution of uf it can be seen that for approximately 80% of variables, uf =
0 and the variance is 0.17. Both these factors place a small range on flJr
and f;” resulting in a relatively smooth Sy for pari¢-1-c. That is, Sy for
parl6-1-c contains a higher proportion of plateaus than Sy for f2000 and
also contains some areas with approximately the same features as f2000.
In this study, we classify Sy for pari6-1-c as “flat” and expect f; to be
predominantly zero, but not infrequently small, as each variable is negated.

— bw large.c For the bw large.c problem, the distribution for u; has a median
of -31.0 while that for u] is 6.0. This gives a large range for both f;% and f; .
From the distribution of u¢ it can be seen that it is has a median of -25.0 with
a variance of 62.0. This implies that ;" and f;” will be towards an extreme of
their ranges. From these observations it is reasonable to conclude that, Sy for
bw large.c will have virtually no plateaus and mainly consists of relatively



Estimating Problem Metrics for SAT Clause Weighting Local Search 145

Distributions of ui* and ui' Distribution of uid
20 15
2000
10 B
5
0 0
-20 -10 0 10 20 -10 -5 0 5 10
100
40 pari6-1-c
50 ® 50
0 0
-50 0 50 -10 -5 0 5 10
60
— 0
40 bw-large.c
ES ES
20 20
A Al A 0
-60 -40 -20 0 20 40 -50 -40 -30 -20 -10 0 10
100 10
g125.17
2 50 ® 5
0 0
-80 -60 -40 -20 0 -80 -70 -60 -50 -40

7 and u for each of the four benchmark prob-
lems. The vertical axis is, in each plot, the percentage frequency for which the
horizontal axis value appeared. For the distributions of u;” and u;, u; is plotted
as positive values and u; as negative values

Fig. 3. Distributions of u;", u;

large features. Accordingly, in this study, we classify Sy for bw large.c as
“moderate” and expect f; to be relatively large as each variable is negated.

— g125.17 For the ¢g125.17 problem, the distribution for »; has a median of
-62 while that for u; is one. This gives a large range for both f;" and f; .
From the distribution of u it can be seen that it is has a median of -61
with a variance of 27. This implies that fi+ and f; will be towards an
extreme of their ranges. From these observations it is reasonable to conclude
that, Sy for ¢125.17 will have virtually no plateaus and mainly consists
of large features. Accordingly, in this study, we classify Sy for g125.17 as
“rugged” and expect f; to be large as each variable is negated.

To confirm the observations detailed above, random sampling of Sy was per-
formed for the benchmark problems and the results are presented in Fig. 4.
This random sampling was performed by first generating uniformly random as-
signments for variables and then evaluating the change in f as each variable is
negated. This process was repeated 1,000,000 times for each problem. As can
be seen, the results support the arguments presented above in that Sy for f2000
contains a moderately small proportion of plateaus (22% of variable negations
resulted in f; = 0) and |f;| < 6 in all other areas, Sy for paril6-1-c contains
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Fig. 4. Distributions of sampled f; for each of the four benchmark problems. The
vertical axis is, in each plot, the percentage frequency for which the horizontal
axis value appeared

a larger proportion of plateaus (37% of variable negations resulted in f; = 0)
and |f;| < 5 in all other areas. For bw large.c, Sy has virtually no plateaus and
consists of moderately large features where |f;| < 25, while for ¢125.17, Sf has
no plateaus and consists only of large features where 15 < | f;| < 50.

5 SAT Problem Characteristics and Maxage

The basic rationale for the analysis of SAT problems was to investigate char-
acteristics of the benchmark problems to identify if there is any relationship
between the optimal value for DECREASE and measurable properties of a SAT
problem. If this can be shown to be the case, then some form of estimate for
the optimal value of DECREASE could be programmatically determined at the
start of a Maxage search by an analysis of the SAT problem.

From Figs. 2 and 3 and the discussion presented above, our hypothesis is
that a larger value of DECREASE (i.e. more clause weighting) will be optimal
for problems where Sy is relatively smooth and a smaller value optimal when S
is relatively rugged.

Intuitively, as traversing a predominantly flat S, takes some number of vari-
able assignments, clause weighting needs to be more aggressive (higher DE-
CREASE) to prevent unguided travel. Conversely, if there is a small proportion



Estimating Problem Metrics for SAT Clause Weighting Local Search 147

Table 1. Estimated DECREASE compared with the experimentally determined
optimal DECREASE values for benchmark and other SATLIB SAT problems

Problem Estimated Optimal Problem Estimated Optimal
DECREASE DECREASE DECREASE DECREASE

£2000 10 10 parl6-1-c 46 46

bw large.c 6 6 g125.17 4 4
aim-200-6 0-yesl-1 56 > 10 ais10 6 > 50
BMS k3 n100 m429 140 15 > 15 flat200-1 7 10
CBS k3 n100 m449 b90 889 11 10 ii32al 7 > 50
RTI k3 n100 m429 140 14 8...15 logistics.b 7 > 50
uf100-0953 9 10 sw100-1 7 3...7

or no flat areas on Sy, the main role for clause weighting is escaping from search
cycles, in particular local minima, which is a relatively localised phenomena of S
and takes relatively fewer variable assignments. Accordingly clause weighting
needs to be less aggressive (lower DECREASE) so that S, stays close to Sy and
the inherent features of Sy are used as much as possible during the search.

The measures uj,u; and ud ranked S t for the benchmark problems as
(smoothest to most rugged) pari16-1-c, f2000, bw large.c and ¢g125.17. This is
in accordance with the ranking of their optimal DECREASE value (46, 10, 6,
4). This suggests the following algorithm for setting the DECREASE parameter:
If all four tests classify the SAT problem as random, then the optimal value for
DECREASE is 10 otherwise, if uf,i = 1...n approximates a normal distribu-
tion with a median of zero, DECREASE is a linear function of the frequency
of the median, otherwise DECREASE is a linear function of the median of the
distribution.

The results obtained, using this algorithm, are compared to experimentally
determined optimal values for DECREASE in Table 1 for the benchmark plus
other representative SAT problem classes from the SATLIB library. For these
problems, the estimated DECREASE was within the range of the optimal DE-
CREASE with a tolerance of +1 in 6 of the 10 cases. In the remaining cases,
DECREASE was slightly underestimated for flat200-1 at 7 (optimal value 10)
and significantly underestimated for ais10, ii32a1 and logistics.b. However, these
last three problems represented special cases, having approximately linear re-
lationships between runtime and DECREASE, such that increasing values of
DECREASE produced better run-times. The implication of such a relationship
is that these problems do not require a weight decrease scheme. A closer analysis
showed that these problems had unusual distributions of neighbourhood densi-
ties (i.e. the connections between variables that share clauses, see Section 3).
This implies that a further analysis of neighbourhood density may prove useful
in further distinguishing problem structure. Overall, the results show the dis-
tribution of ud provides the basis for a usable estimate of DECREASE. Our
intention is to use this estimate as the starting point in an adaptive version of
Maxage, which will modify DECREASE based on measures such as search mo-
bility and coverage. Our initial work in this area (not reported here) has already
shown the feasibility of this approach.
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Conclusion

The aim of this study was to move towards developing an adaptive clause weight-

ing

algorithm, based on Maxage, that required no external, problem dependent

parameter(s). This algorithm will analyse the SAT problem to determine an ini-

tial

value for the DECREASE parameter and then adaptively modify this value

during the search using run-time characteristics that determine how effectively

the

search is proceeding. This paper proposes a method for estimating the initial

value for DECREASE.

We consider this study a step towards developing more intelligent, adaptive

constraint solving technologies. Future research will include:

the identification of structure sub-types within SAT problems to refine the
initial setting of the DECREASE parameter.

an investigation of why, for some SAT problems, there is a wide range of
optimal DECREASE values whereas for other problems it is unique.

the development of adaptive control mechanisms so that the DECREASE
parameter can be adaptively adjusted during the search.

an investigation to determine if clause weighting is able to identify clauses
which are “globally” difficult to satisfy or if it is a localised activity which
simply gives the search adequate mobility and the global minima is arrived
at without any use of “global” knowledge.

an investigation to determine what makes clause weighting algorithms such
effective global optimisation algorithms. Is it in the ability to escape search
cycles and the guided travel across plateaus or is it in the initial focus on sat-
isfying the more “difficult” clauses and then addressing the “easier” clauses?
incorporating a parameterless clause weighting algorithm as the local search
within a hybrid genetic algorithm which will open the way to pool based,
parallel search algorithms for SAT problems.
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Abstract. In this paper, we describe a new approach to information ex-
traction that neatly integrates top-down hypothesis driven information
with bottom-up data driven information. The aim of the KELP project is
to combine a variety of natural language processing techniques so that we
can extract useful elements of information from a collection of documents
and then re-present this information in a manner that is tailored to the
needs of a specific user. Our focus here is on how we can build richly
structured data objects by extracting information from web pages; as
an example, we describe our methods in the context of extracting infor-
mation from web pages that describe laptop computers. Our approach,
which we call path-merging, involves using relatively simple techniques
for identifying what are normally referred to as named entities, then al-
lowing more sophisticated and intelligent techniques to combine these
elements of information: effectively, we view the text as providing a col-
lection of jigsaw-piece-like elements of information which then have to
be combined to produce a representation of the useful content of the
document. A principle goal of this work is the separation of different
components of the information extraction task so as to increase porta-
bility.

Keywords: Natural language understanding, natural language gener-
ation

1 Introduction

Information Extraction (IE [4, 2, 7]; the process of identifying a pre-specified
set of key data elements from a free-text data source) is widely recognised as
one of the more successful spin-off technologies to come from the field of natural
language processing. The DARPA-funded Message Understanding Conferences
(see, for example, [0]) resulted in a number of systems that could extract from
texts, with reasonable results, specific information about complex events such as
terrorist incidents or corporate takeovers. In each case, the task is manageable
because (a) some other means has determined that the document being analysed
falls within the target domain, and (b) the key information required is typically
only a very small subset of the content of the document. A major component task
is named entity recognition [1, 8], whereby people, places and organizations

T.D. Gedeon and L.C.C. Fung (Eds.): AT 2003, LNAI 2903, pp. 150-160, 2003.
© Springer-Verlag Berlin Heidelberg 2003
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San Salvador, 19 Apr 89 (ACAN-EFE)
Salvadoran President-elect Alfredo Cristiani condemned the terrorist killing of Attor-
ney General Roberto Garcia Alvarado and accused the Farabundo Marti National
Liberation Front (FMLN) of the crime.

Garcia Alvarado, 56, was killed when a bomb placed by urban guerrillas on his vehicle
exploded as it came to a halt at an intersection in downtown San Salvador.

Vice President-elect Francisco Merino said that when the attorney general’s car stopped
at a light on a street in downtown San Salvador, an individual placed a bomb on the
roof of the armored vehicle.

Fig.1. A typical text used in information extraction

are located and tracked in texts; other processing can then take the results of
this process to build higher order data structures, establishing, for example, who
did what to who and when.

The domain-dependency that is typical of IE systems means that the cost
of porting a system to a new domain can be high. As a result, in recent years
there has been a move towards IE based on statistical techniques and machine
learning, and these have been quite successful for the lower level tasks of named
entity identification (see, for example, [3]). However, the larger scale knowledge
integration tasks involved in IE are often better served by more traditional,
knowledge-based approaches. In this paper we present a framework for infor-
mation extraction that focuses on these higher-level processes. Particularly in
cases where the knowledge to be extracted is complex in structure, statistical
approaches can only solve part of the problem; informational elements, once ex-
tracted, have somehow to be built into a larger whole. We describe a new mecha-
nism that relies on a hand-constructed knowledge template, along with a general
inference mechanism we call path merging, to reconcile and combine the infor-
mational elements found in a text. The template provides top-down hypotheses
as to the information we might find in a text; the named entities identified in
the text provide bottom-up data that is merged with these hypotheses.

2 Background

A key aspect of any information extraction task is that only a small portion of
the information available in a text is important. Figure 1 shows fragments of
an input text in the terrorist incident domain; Table 1 shows the data structure
that might be constructed as a result of analysing this document:

The general approach taken in these systems is that we first identify the
named entities and then work out the relations between them. Even for relatively
flat output structures such as the one shown here, domain-specific hand-crafted
rules of considerable complexity are required to build the templates.



152 Robert Dale et al.

Table 1. The extracted results from the text in Figure 1

Incident: Date 19 Apr 89
Incident: Location El Salvador: San Salvador (CITY)
Incident: Type Bombing

Perpetrator: Individual ID  urban guerrillas
Perpetrator: Organization ID FMLN

Perpetrator: Confidence Suspected or Accused by Authorities: FMLN
Physical Target: Description vehicle

Physical Target: Effect Some Damage: vehicle

Human Target: Name Roberto Garcia Alvarado

Human Target: Description attorney general: Roberto Garcia Alvarado
Human Target: Effect Death: Roberto Garcia Alvarado

The goal of the KELP! project is to develop technology that can extract
information from a collection of web pages that describe similar things, and then
collate and re-present this information in such a way as for a user to make it easy
to compare those things. Suppose you are interested in purchasing a new cell
phone: you could check out a consumer magazine, or visit a web site that presents
comparisons of the different available models, but those sources are typically not
up-to-date. You might visit the manufacturers’ web pages to obtain information
from the original sources, but this is a painful, slow process, and comparison
is hindered by the different terminology each vendor uses; further, all these
sources provide information for an ‘average’ visitor, rather than tailoring what
they present to your particular needs and interests.

In KELP, we aim to build technology that can mine the information from
these source web pages, and then, using techniques we have discussed elsewhere
(see, for example, [5, 9]), re-present it in a form that is tailored to needs and
interests captured in a specific user profile.

Our initial experiments have been in the context of web pages that describe
laptop computers. Based on an analysis of around 120 web pages describing lap-
top computers, we developed a template that captures the range of information
we might want to extract regarding a laptop computer, and then set about de-
veloping techniques to extract the relevant data from these web pages. Part of
a typical filled template, or, as we call these structures within KELP, a knowl-
edge object or KO, is shown in Figure 2. We have elided this structure to make
it fit the space available; it should be obvious that the quantity and complexity
of the data to be extracted is significant.

In our initial experiments, we focussed our attention on the information en-
coded in tables on web pages: for complex products such as laptop computers,
this is a typical means of information provision, although it should not be for-
gotten that there is also a considerable amount of useful content presented in

! KELP stands for Knowledge Extraction and Linguistic Presentation, emphasising that
the project is concerned both with natural language analysis and natural language
generation techniques.
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<?xml version="1.0" 7>
<laptop_info>
<laptop_id>
<manufacturer>NEC</manufacturer>
<series>Versa</series>
<model>Premium PIII 1GHz</model>
</laptop_id>
<components>
<cpu>
<cpu_type>Pentium III</cpu_type>
<cpu_speed>
<number>1</number>
<unit>GHz</unit>
</cpu_speed>
</cpu>
<memory>
<installed_memory>
<number>128</number>
<unit>MB</unit>
</installed_memory>
<maximum_memory>
<number>512</number>
<unit>MB</unit>
</maximum_memory>
</memory>
<storage>
<hard_drive>
<number>20</number>
<unit>GB</unit>
</hard_drive>
<removable>
<cd_drive>24x</cd_drive>
</removable>
</storage>

</laptop_info>
Fig. 2. A portion of a filled knowledge object

free-form text. We started out by giving our information extraction module clues
as to the locations of information-bearing tables, so that, typically, the informa-
tion extractor had to first work out whether the cells of the table contained
object names (for example, Versa Premium), attributes (installed memory), or
values (256Mb), and then combine these components to produce the resulting
KO. This approach worked reasonably well, largely because of the predictable
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layout of information within tables. However, it turns out that tables are used
for many general-purpose formatting tasks on the web, and so identifying the
information-bearing table in the first place is far from trivial.

3 Our Approach

In part to overcome some of the problems in locating the important tabular
information, and also to enable the processing of free-form text, we decided to
explore techniques that were capable of using information regardless of where in
a document it is found.

Our starting point is a definition of a KO, as shown in the previous section;
defined in our current system via an XML DTD, this is a hierarchical structure
that specifies the nature of the data to be extracted from the source documents.

The simple key to our approach is to recognize that fragments of the text
can be correlated with different parts of the KO structure. For example, we know
that the manufacturer will be a company name; and we know that the hard disk
capacity will be measured in Mb or Gb. Thus, we can assign type information
to the leaf nodes in this structure. At the same time, words in the text can serve
as indicators of particular attributes: so, for example, if a sentence contains
the phrase removable storage, we can use this to hypothesise the presence of
a particular attribute in the text. We think of each such text fragment as a piece
of evidence; faced with evidence from the text of a collection of attributes and
values, the goal is then to combine this information to populate a KO.

The architectural model we use thus consists of the following components.

— An annotation resource file provides a correlation between between arbi-
trarily complex textual patterns and the knowledge object constituents for
which these patterns provide evidence.

— A text scanner processes each input document, searching for the patterns
specified in the annotation resource file. Each time a match is found, this
generates a hypothesis, in the form of a path fragment associated with
a piece of text. The consequence of processing a document is thus a collection
of path fragments that capture the evidence found in the document.

— The path combiner then takes this set of path fragments and attempts
to put these together to build a complete knowledge object. Path fragments
may contribute to multiple hypotheses about the object being constructed,
so the combiner uses the target knowledge object template as a source of
constraints on what is possible.

— In most situations, this will not produce a single KO as a result; there will
still be ambiguities resulting from textual fragments providing evidence for
more than one KO constituent. At this point, we resort to a collection of
inference strategies to resolve the ambiguities.

Of course, if we had full broad-coverage natural language processing available,
then this would achieve the same result: we could just parse the entire text,
carry out semantic analysis, and build a representation of the text. However,



Information Extraction via Path Merging 155

such an approach is not feasible given the current state of NLP technology, so
our aim here is to build on the simpler pattern-matching approaches found in the
IE literature, but to augment this with the scope for more sophisticated higher-
level processing. The architectural breakdown we adopt stratifies the knowledge
used in a way that supports easy maintenance and portability: the annotation
resource file is a relatively simple declarative knowledge source developed anew
for each domain; the text scanner and path combiner are generic components
that do not embody any domain-specific knowledge; and higher-level knowledge
of the domain is factored out into the KO template and the inference strategies.

Section 3.1 below explains in more detail the nature and role of paths and
path equations; and Section 3.2 shows how path-merging is carried out. Sec-
tion 3.3 explains how arbitrary inference can be incorporated into this process.

3.1 Paths

We can view a KO as a graph structure (and for present purposes a tree) into
which extracted information can be placed. The arcs between nodes in this tree
are labelled with the same names as the element tags in the XML DTD; a path is
a sequence of arcs in the tree. Each attribute corresponds to path from the root
of tree, and each value is a data element that resides at the end of that path.
Paths may share common initial subsequences: this means that we use hierarchy
in the tree to cluster related pieces of information into subtrees.

We use the notation A:B:C to notate path fragments; if a path is from the
root of the tree, the path contains an initial “’; as in :A:B:C. If the path has
a value at its end, then we use a terminal *:” in the path to indicate this, as in
A:B:C:. A path equation indicates the value at the end of a path: for example

:laptop:iodevices:keyboard:numkeys: = 131

Each piece of evidence we find in a text can be annotated with a path fragment:
this fragment can be of various kinds depending upon how strong the evidence is.

Complete Paths. A path fragment can be complete, in which case there is
no doubt that a particular value is the value of a particular attribute. So, for
example, if we find the string US keyboard in the text, we might take this to be
conclusive evidence for the following path equation:

:laptop:iodevices:keyboard:type: = US

Initial Path Fragments. A path fragment can be initial: this means that
we don’t have a complete path but we do have some initial sequence of arcs
in a path. So, for example, if we find the string on-board memory, this might
correspond to the following annotation:

:laptop:memory:on-board

We don’t know at this point what aspect of the on-board memory is being
described; it might be size or speed, for example.



156 Robert Dale et al.

Medial Path Fragments. A path fragment can be medial: this means that
we don’t have a complete path but we do have the some sequence of arcs in the
middle of a path. So, for example, if we find a string like memory capacity (maz-
imum), we do not know if this corresponds to main memory, graphics memory,
or perhaps some other kind of memory. This corresponds to the following path
fragment:

memory:maximum:bytesize

Final Path Fragments. Finally, a path fragment can be final. This means we
have some sequence of arcs at the end of a path. So, a string like 2G'b corresponds
to the following pair of path fragments:

bytesize:unit: = Gb
bytesize:number: = 2

To operationalise these notions, the annotation resource file correlates arbi-
trarily complex textual patterns with path fragments. These patterns are then
used by the text scanner to generate hypotheses about the information in the
text, expressed in terms of the path fragments; the complete analysis of a text
thus results in a set of textual clues and their corresponding hypothesised path
fragments.

3.2 Path Merging

A KO consists of set of paths, and a fully instantiated KO has a value for each
path that makes up the K0. We can characterise an instantiated KO by a set of
path equations:

:laptop:model:manufacturer: = Dell
:laptop:model:series: = Inspiron

:laptop:iodevices:mouse:type: = optical
:laptop:iodevices:mouse:numbuttons: = 3

From a text, we derive a set of path fragments. From the examples in Section 3.1
above, we would have the following set of path fragments:

:laptop:iodevices:keyboard:type: = US
:laptop:memory:on-board
memory:maximum:bytesize
bytesize:unit: = Gb

bytesize:number: = 2

Our goal is therefore to take this collection of path fragments and to derive from
them a set of path equations that define an instantiated KO.
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Formally there are many combinations of path fragments that we could en-
tertain.? A number of cases need to be considered.

First, we do not have to do anything to path fragments which are complete;
note, however, that we do not want to just forget about these, since their presence
may rule out some other possible combinations (in the example above, if we are
tempted to merge two path fragments that would give us a different keyboard
type, then we have a good reason for not doing this).

Second, two path fragments may share some arcs: so, for example, in the
above, a possible combination results in

memory:maximum:bytesize:unit: = Gb

This is a possible combination but not a necessary one: since arc labels are not
unique, it’s possible that this particular bytesize:unit fragment does not belong
with the memory:maximum:bytesize fragment.

Third, from a formal point of view, any pair of paths can be combined, with
the exception that an initial path can only appear at the front of a combined
path, and a terminal path can only appear at the end of a combined path. In
such cases, where there is no overlap, there is essentially missing material in the
middle. We indicate missing material using ‘...". So, we might have a combined
path that looks something like the following’:

This is a case where we have some possible evidence for a memory size but we
don’t know if it is the standard on-board memory, the expanded-to-maximum
memory size, or some other aspect of memory size. 2 Of course, not all formally
possible combined paths are actually possible. The KO definition provides a way
of ruling out impossible path combinations. Our technique for filtering the paths
is as follows.

First, we take the set of paths that constitute a KO, called the KO path set;
this will look something like the following:

:laptop:model:manufacturer:
:laptop:model:series:

:laptop:iodevices:mouse:type:
:laptop:iodevices:mouse:numbuttons:

2 The ideas discussed here have been strongly influenced by work in graph-based
unification [10], although we do not currently make use of a unification engine in our
approach.

3 Note that the presence of medial paths makes the situation more difficult than it
would otherwise be; rather than just pairs of fragments being combined, in principle
any number of medial path fragments can be placed between pairs of initial and final
paths.
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Then, we take the set of path fragments derived from the document. We first
separate out the medial paths and the complete paths, leaving the initial paths
and final paths. We then produce all possible initial x final combinations, re-
sulting in what we call the IF path set. Each element of the IF path set has the
form

A:B:C:..: XY Z:

We then compare each element of the IF path set against the KO path set. Any
match of an IF path against the KO path set constitutes an instantiation: it
provides a possible substitution for the ‘...” part. Note that any 1F path may result
in multiple instantiations. If an IF path results in no instantiations, then it is
not completable given the KO definition, and can be discarded. The remaining
IF paths make up the filtered IF path set; and each element of this set may
correspond to multiple instantiations. We notate instantiations as follows:

:A:B:C:[P:Q:R]:X:Y:Z:

This indicates that P:Q:R is a possible completion derived from the KO path
set. In effect, material between square brackets is hypothesized on the basis of
top-down knowledge; we have not extracted direct evidence for it from the text.

Next we take the medial paths and see if they support any of these instanti-
ations by matching them against the instantiations. Again, a medial path may
support multiple instantiations. Note that a medial path may actually overlap
with the initial or final path in an instantiation.

In the abstracted example used here, suppose we have the following medial
fragments available: Q, P:Q, P:Q:R, C:P, and R:X. When a medial path matches
one of our instantiations, we notate this by moving the square brackets, echoing
the idea that the square brackets indicate material for which we have no direct
evidence, and each medial path adds some evidence. The effect of this process
is shown by means of the instantiation equations in Figure 3.

The results here correspond to a filtered IMF path set: a set of paths built
from the initial, medial and final path fragments in the text, and filtered using
the KO path set. Note that any given initial, final or medial path fragment may
figure in more than one element of the filtered IMF path set, which is to say that
it can contribute evidence to more than one instantiation.

A:B:C:[P:Q:R]:X:Y:Z: + Q = :A:B:C:[P]:Q:[R]:X:Y:Z:
:A:B:C:[P:Q:R]:X:Y:Z: 4+ P:Q = :A:B:C:P:Q:[R]:X:Y:Z:
A:B:C:[P:Q:R]:X:Y:Z: 4+ P:Q:R = :A:B:C:P:Q:R:X:Y:Z:
A:B:C:[P:Q:R]:X:Y:Z: + C:P = :A:B:C:P:[Q:R]:X:Y:Z:
A:B:C:[P:Q:R]:X:Y:Z: + R:X = :A:B:C:[P:Q]:R:X:Y:Z:

Fig. 3. Instantiation Equations
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For our present purposes, we make the assumption that each path fragment
derived from the text should only actually contribute to one instantiated path.*
We want to now reduce the set of instantiations in the filtered IMF path set so
that we end up with a set where each I, M or F element only plays a role once.
Each path in the filtered IMF path set can be thought of as being a combination
of its contributing I, M and F fragments; some combinations are more likely
than others. We therefore need to assess each combination, and where there is
a competing demand for a piece of evidence, determine which of the alternative
uses of that evidence is most likely.

3.3 Adding Reasoning

So far we have constructed a set of hypotheses regarding the information con-
tained in a text using a combination of bottom-up knowledge from the textual
source itself, and top-down knowledge from the KO. As we have seen above, this
does not necessarily result in a completely instantiated KO, and so we may need
to add to this process heuristics that allow us to choose between competing
hypotheses.

In our present work, we have only begun to explore how this might be ap-
proached. Note that the architectural separation we have adopted allows the in-
corporation at this stage of arbitrary intelligence to the process, thus focussing
the knowledge-based processing in one place; here, we describe the incorporation
of a simple heuristic based on a distance metric.

Ultimately, where we have competing instantiations, we can assign probabil-
ities to each. One simple probability measure is based on the distance between
the initial path fragment (which generally corresponds to the attribute being
considered) and the final path fragment (which corresponds to the value being
assigned to that attribute): we can assign scores so that those instantiations
that have closer I and F evidence will score higher. Then, we select from this
set a smaller set of paths that (a) uses each piece of evidence only once and
(b) takes account of the scores. The result is a set of hypotheses that populate
the KO using all the data located in the source document, with each piece of
evidence being used once.

This is, of course, a very simple technique, but one that seems to work well
on the basis of our initial experiments, at least for information extracted from
free-form text. Far more elaborate heuristics could be incorporated in the same
way; a key future target for us here is to incorporate heuristics that take account
of table layout information in order to determine the appropriate correlation of
table row and column headers.

4 This is an important assumption to make processing more straightforward, but note
that it may not actually hold: in an expression like the main processor and the co-
processor both have 512Mb of dedicated RAM, the 512Mb of dedicated RAM actually
contributes to two instantiated paths.
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4 Conclusions

We have presented an approach to information extraction that separates out
the different knowledge sources and types of knowledge required. The approach
makes use of both top-down and bottom-up knowledge sources, and neatly par-
titions domain-specific and domain-independent processing: although we have
not yet attempted this, we believe the mechanisms described here should be
easily portable to a new domain by constructing a knowledge object template
for that domain, and an appropriate annotation resource file. The text scan-
ner and path combining modules are domain independent, as are the current
inference strategies; as the work develops, we would expect the inference strate-
gies to break down into those which are domain-dependent and those which are
domain-independent.
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Abstract. The paper presents a very general method to describe the
agreement in the natural languages. The method can be used in auto-
matic translation. It allows the analysis of a text and then the generation
of the text in target language so it can be embeded in the reversible gram-
mars. [t allows also in the case of analysis the treatment of the agreement
errors. The method is based on a set of simple expressions having logi-
cal values. We define a tetravalent logic to work with these expressions
and that can be implemented in an automatic treatment. The agreement
expressions are transformed in a normal form that can be used in both
text analysis and text generation.

1 Introduction

It is already well known the agreement definition given by Steele: ”The term
agreement commonly refers to some systematic covariance between a semantic
or formal property of one element and a formal property of another [20]. But the
attitude concerning the agreement is quite contradictory: starting from a lack of
interest [13] in the case of the very low inflected languages (like English) until
a special interest [9][18][9][10][14] in the case of high inflected languages [16].

The agreement description we will present is a declarative one.The declarative
grammars (like different types of constraint grammars [15][12]) are suitable to
be used as reversible grammars [17]. The parsing (syntactic analysis) and the
generation can be realized using the same reversible grammar [21].

The syntactic analysis allows to determine a deep structure of a surface text.
This deep structure contains syntactic elements (terminals that have associated
some categories with some values) and relations between these elements. In the
course of the analysis, the agreement rules must indicate how the combination
of the syntactic categories and values must be associated with the syntactic
elements (considering the relations that exist between these syntactic elements).

The generation allows obtaining a surface text using the deep structure. The
deep structure can be obtained during a process of machine translation or by the
inference process based on a data base or knowledge base. During the generation,
the agreement rules must force some values of the syntactic categories associated
to some elements in order to agree with others elements.

T.D. Gedeon and L.C.C. Fung (Eds.): AI 2003, LNAT 2903, pp. 161-172, 2003.
© Springer-Verlag Berlin Heidelberg 2003
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There are are three types of using reversible grammars [5]: 1 - the parsing

and the generation are done by the same interpreter using one grammar; 2 -
the parsing and the generation are done by different interpreters using the same
grammar; 3 - the parsing and the generation are done by two different programs
that use two different compiling of the same grammar.

We consider that the agrement description we will present (section 2) can be
used for all three modes. This agreement description that can be used by human
is handled with a special tetravalent logic (section 3) and is transformed in
a normal form (section 4) that is better for automatic treatment. The agreement
(under its normal form) is used in the syntactic analysis and text generation so
it is particularly suitable for reversible grammars (section 5).

2 A Way to Represent the Grammatical Agreement

We will consider that the term agreement will refer not only to the relation
between words but also to the relation between syntactic notions (non terminals)
that are used in grammar descriptions. According to the above definition (section
1) the agreement is a sort of matching between different elements that appear
in a text.

We will consider that two parts are implied in such a matching: a controller C
and a target T and we note the agreement by C <- T. In our notation, the arrow
look to the controller (and not to the target, like in [10][9]). The controller can
be simple C = ¢ (formed by one element) or multiple C = ¢y, ca, c3 ... (formed
by two or many elements). If the controller is a multiple one, we will consider
that two consecutive elements will have an agreement value that can substitute
in the text the two elements from the agreement point of view. We can have for
example the following sequence of transformations:

c1, Co, 3 <= T

C1y2, c3 < T

C1,2,3 <- T

We consider the agreement as an asymmetric relation. The target has a subor-
dinate position because its features must agree with the controller. For example,
if a subject is a multiple controller, than the predicate must have the plural
number. (Observation: this is the reason for us to consider here the predicate as
subordinate though usually the subject is considered as a subordinate).

Let us suppose that we have a description of the syntax of a natural lan-
guage. We are not interested here what is the method used for this description
but we suppose that it contains at least three elements: non-terminals, terminals
(i. e. elements that belong to the natural language we describe) and rules that
indicate how the non-terminals and terminals (we will note NT&T the terminals
and non-terminal) are sequenced in the syntax description. Each NT&T have
associated some syntactic categories with their values. Among the rules that are
used in the syntactic description there are the agreement rules, very important
especially for the languages with a strong inflection and quite free word order.
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These agreement rules contain the relations that must exist between the syn-
tactic categories of the NT&T. The number of this agreement rules can be very
large. We will consider that somewhere in the grammar description there is a sec-
tion that contains syntactic rules. A syntactic rule contains many NT&T. Each
NT&T have associated a label and a list of syntactic categories, each category
having one or many values. The NT&T labels will be used by the agreement
rules description. We can not give here the complete syntax of the agreement
description. We will present only the main features of this syntax and few ex-
amples in order to give the flavor of this description. The general form of the
agreement description is as follows:

Agreement if ({condition}) true ({expression}) false ({expression}) not ap-
plicable ({expression}) undefined ({expression}).

The {condition} is a logical expression that uses the logical operators ”and”,
7or” and negation ”~”. The logical operands are {simple expressions} that have
two forms:

{operand} + {operand} <- {operand}

{operand} <- operand}

The first form is used for multiple controllers and the second for simple
controllers. An {operand} is a label of an NT&T and a set of categories with
their values. These categories and values can be described using AVT (Attribute
Value Trees - see [11]). The {expression} can contain others ”if”s or some {action
list}. This action list contains error messages and indicates how the analysis will
be continued after an error was found.

A condition can have one of four values (in a tetravalent logic as we can see in
section 3): TRUE, FALSE, NOTAPPLICABLE, UNDEFINED. Therefore, after
”if({condition expression})” a list of many alternatives will follow (and not only
two as in the case of ”if” in a bivalent logic). If some of the four alternatives are
identical, we can use ”else”.

Ezample 1: An agreement expression of the form if (Label; (person = I) ->
Labely (person = I)) true ( OK) else ( Message = ”Person agreement error”,
OK) will be read: ”If the NT&T with the label Label; from the syntactic descrip-
tion has the person I and the NT&T with the label Labels from the syntactic
description has the person I then continue the analysis, otherwise give the error
message " Person agreement error” and continue the analysis as it was not an
error.

Ezxample 2: Let us have two non terminals that are found in a grammar rule:

Label;: {non-terminal; }(a = avl, av2)(b = bvy, bva, bvs)(c = cvy, cva, cvy)

Labely: {non terminals }(d = dvy, dva)(e = evy, eva, evs)(f = fvy, fva, fvs)

Let us have a simple expression of the form:

Label; (a = avy, ava)(b = bva,bvs) -> Labely(e = evy, eva)(f = fvy)

During the syntactic analysis, {non-terminal; } and {non-terminals } will have
some lexical or syntactic categories with some values. The operand Label; (a =
avy, avy)(b = bvy, bvs) will subsume the non terminal {non-terminal; } when
the {non-terminal;} will have associated (by the syntactic analysis): the cat-
egory a with the value avy; or avy and the category b with the value bv; or
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bvs. The operand Labely(e = evy, eve)(f = vfy) will subsume the non terminal
{non-terminal,} when {non-terminal,} will have associated (by the syntactic
analysis): the category e with the value evy or evy and the category f with the
value fvs.

Ezample 3: We will refer to the general agreement rules (in Romanian lan-
guage) for the number (sg = singular, pl = plural), gender (m = masculine, f =
feminine, n = neuter), (p = animate, 1 = inanimate) and person (I, IT, IIT) that
must be observed by a predicate with verb to the passive voice when we have
two subjects (i.e. a multiple subject).

Let us have some non terminals:

Label;: {complex nominal group} [nominal group type = conjunctive| (posi-
tion against the subject = left) (position against the predicate = left) (animation
=p, 1) (gender = m, f, n) (number = sg, pl) (person = I, II, 1)

Labely: {complex nominal group} [nominal group type = conjunctive, dis-
junctive] (position against the subject = right) (position against the predicate
= left) (animation = p, 1) (gender = m, f, n) (number = sg, pl) (person = I, I,
I11)

Labels: {verbal group} [predicate type = verbal, nominal] [voice = active,
reflexive, passive] (gender = m, f, n) (person = I, II, IIT) (number = sg, pl)

Here there are few rules for persons and numbers:

Agreement if (

/*1,1*/ Label; (animation = p) (gender = m) (number = sg, pl) (person =
IT) + Labely(animation = p) (gender = m, f) (number = sg, pl) (person = III)
<- Labels(gender = m) (number = plural) (person = II) or

/*1,2*/ Label; (animation = p) (gender = m, f) (number = sg, pl) (person
= II) 4+ Labels(animation = p) (gender = m, f) (number = sg, pl) (person =
III) <- Labels(gender = m) (number = plural) (person = II) or

/*1,3%/ Label; (animation = p) (gender = m) (number = sg, pl) (person =
IT) 4+ Labely(animation = 1) (gender = m, f, n) (number = sg, pl) (person = III)
<- Labels(gender = m) (number = plural) (person = II) or

/*2,1*/ Label; (animation = p) (gender = m) (number = sg, pl) (person =
IIT) + Labels(animation = p) (gender = m, f) (number = sg, pl) (person = II)
<- Labels(gender = m) (number = plural) (person = II) or

/*2,2*/ Label; (animation = p) (person = III) (gender = m, f) (number =
sg, pl) (person = III) + Labely(animation = p) (gender = m, f) (number = sg,
pl) (person = II) <- Labels(gender = m) (number = plural) (person = II) or

/*2,4*/ Label; (animation = 1) (person = III) (gender = m, f, n) (number =
sg, pl) (person = III) 4+ Labely(animation = p) (gender = m) (number = sg, pl)
(person = II) <- Label3(gender = m) (number = plural) (person = II) or

/*3,1*%/ Label; (animation = p) (gender = m) (number = sg, pl) (person =
IT) + Labels(animation = p) (gender = m, f) (number = sg, pl) (person = II)
<- Labels(gender = m) (number = plural) (person = II) or

/*3,2*/ Label; (animation = p) (gender = m, f) (number = sg, pl) (person
= II) + Labelz(animation = p) (gender = m) (number = sg, pl) (person = II)
<- Labels(gender = m) (number = plural) (person = II) ) true ( Ok )



Natural Language Agreement Description for Reversible Grammars 165

/* Continue for others situations™*/

Using the above language we made a complete description of the accord in the
Romanian language. We found that the Romanian language has 1350 agreement
situations between a controller (simple or multiple) and a target. The situation’s
number can be even larger if we will try to capture also the error situations (that
are quite frequent, and now we can see why!). Because it is a formal description,
it can be used in automatic treatments.

3 A Tetravalent Logic

In order to work with agreement rules we will define a more formal tetravalent
logic

a) Truth values. We will use the following four truth values: i - "TRUE”
noted with ”17; ii - ”FALSE” noted with ”70”; iii - "NOTAPPLICABLE” noted
with 7#7; iv - "UNDEFINED” noted with ”*”.

The variables that will take values in the this tetravalent logic are simple
expressions described above. A simple expression contains operands. We will say
that an operand subsumes or do not subsumes an NT&T obtained during the
syntactic analysis. By ”subsumption” we mean the followings:

Let us have in the agreement description an operand A; of the form:

Labeli (Y1 = y1,1, y1.2,-) (Y2 = y2,1, y2,2, ---) (Y3 = ¥3,1, ¥3,2, --) -

Let us have an interpretation Ay of the NT&T corresponding to the label
Label; obtained by the syntactic analysis:

(X1 = X1,1, XLQ,...) (Xg = X2,1, X2,2, ) (X3 = X3,1, X3,2, )

The operand A; will subsume the NT&T A if:

- A; and A, have not common lexical /syntactic categories or

- If A; and As have some common lexical/syntactic categories (for example
Y; = X4, Yo = Xo, X3 = Y3) and the lexical /syntactic category values taken
from A; are found among the corresponding lexical/syntactic category values
taken from As. In the above example (where Y1 = X3, Yo = X5, Y3 = Y3):

V1.1, ¥1,2, ... must be found among x1,1, X1 2, ...

V2.1, ¥2,2, ... must be found among xs 1, X2 .2, ...

V3.1, ¥3,2, ... must be found among x3 1, X3.2, ...

We will say that an operand A; do not subsume an NT&T if A; and the
NT&T have at least one common category and, for at least one common category,
at least one category value from A; are not found among the corresponding
category value from NT&T.

A simple expression is TRUE if all its operands have the property ”subsump-
tion” of some NT&T.

A simple expression is FALSE if the operands representing the controller
subsume the corresponding NT&T and the operands representing the targets do
not subsume the corresponding NT&T.
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A simple expression is NOTAPPLICABLE if at least one of the operands
representing the controller does not subsume the corresponding NT&T.

A simple expression can not be UNDEFINED. An undefined value can ap-
pear by logical operations with simple expressions as we will see below. A logical
variable or a logical expression is UNDEFINED if we do not know if the corre-
sponding value is TRUE or FALSE.

The subsumption property can be defined in a more complex (and more gen-
eral) way using the AVT (Attribute Value Tree). In this case, the subsumption
property must be replaced by the unification, i.e. the operand subsumes the
corresponding NT&T if the operand is unifiable with the corresponding NT&T
[11].

b) Basic unary logical operations. Let us have a logical variable x that can
have one of the four truth values: 1, 0, #, *. We will define the following basic
unary logical operations:

- 7true” or ”identity” noted by the variable itself x or by 'x;

- "false” or ”negation” noted by x or x;

- "not applicable” noted by #x;

- 7undefined” noted by *x.

The definitions are done in the Table 1. We can use also parentheses: (x)
or x, "(x) or “x. (Observation: In a binary logic we can define 22 = 4 unary
operations. In a tetravalent logic we can define 4* = 256 unary operations.)

¢) Basic binary logical operations. Let us have two tetravalent logical variables
x and y. We will define the basic binary logical operations ”and” (noted by ”.”)
and "or” (noted by ”+4”) according to Table 2. (Observation: In a binary logic
we can define 22*2 = 16 binary operations. In a tetravalent logic we can define
4% = 4 294 967 296 binary operations.)

d) Other properties. We can very easy verify that the usual logical properties
are true: De Morgan Relations, the distributiveness of ”and” against ”or”, the
distributiveness of ”or” against "and”, the logical implication, the double logical
implication. Using the double logical implication a <->b = "a . “b + a . b, the
fact that c is true, false, not applicable or undefined can be expressed as follows:

c<>1,¢<>0,c<>#, ¢c<>*

In the next section we will see how the agreement expressions can be trans-
formed in tetravalent logical expressions.

Table 1. The unary operations in the tetravalent logic

x 7true” "false”  "not app.” "undefined”

~ *
x, Ix x, Ox #x X

*

#
1

0

* 3k o~
* ko~
HH o*x —m O
HO*:H:
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Table 2. The definition of "and” and ”or” in the tetravalent logic

X y X.y Xty
1 1 1 1
1 0 0 1
1 # # 1
1 = * 1
0 1 0 1
0 0 0 0
0 # 0 #
0 = 0 *
# 1 # 1
# 0 0 #
# # # #
#  * 0 1
* 1 * 1
* 0 0 *
* 0 1
* * * *

4 Normalizing the Agreement Rules

The agreement rules (section 2) are written manually. We will present now
a transformation of these rules to a tetravalent logical form (section 3) that
can be used both in the automatic analysis process and automatic generation
process. The transformation itself can be done automatically too.
Each rule from an agreement rule list can be represented intuitively as follows:
if ({condition}) true({a new rule beginning with ”if” or an action list})
false({a new rule beginning with ”if” or an action list}) not applicable({a new
rule beginning with ”if” or an action list}) undefined({a new rule beginning with
7if” or an action list})
We can write more compact:
if (condition) true (a) false (b) not applicable (¢) undefined (d)
By definition this expression is equivalent with a logical expression of the
form of a conjunction of implications. These implications have the form:
- for true(a): (c <-> 1) ->a
- for false(b): (¢ <->0) -> b
- for not applicable(c): (¢ <-> #) -> ¢
- for undefined (d): (¢ <-> *) ->d
These forms can be also noted:
if(condition <-> 1) then (a)
if(condition <-> 0) then (b)
if(condition <-> #) then (c)
if(condition <-> *) then (d)
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One or a group of clauses true(...), false(...), not applicable(...), undefined(...)
can appear as being replaced by a single clause:

then({a new rule beginning with ”if” or an action list})

To normalize an agreement rule list means to obtain a new agreement list
under the form of a conjunction of rules of the form :

if({conjunctive condition})then({action list})

By {conjunctive condition} we mean a logical expression in conjunctive form
(a conjunction of disjunctions).

The steps of such a transformation are as follows:

1. Transforming “else if”. The form ”...else if ({condition expression})...”
will be replaced with ”...else (if ({condition expression})...)” i.e. we insert an
open parenthesis between ”else” and ”if” and we insert a closed parenthesis at
the end of the expression.

2. Transforming “else”. The transformation rule results immediately from
the following example. Let us have a rule containing an ”else”:

if ({condition}) false(x1) not applicable(xs) else(xs)

We will replace ”else(x3)” as follows:

if ({condition}) true(xs) false(x;) not applicable(xz) undefined(xs)

We replaced ”else(x3)” with the missing clauses (”true”, ”undefined”) from
the four possible clauses (”true”, ”false”, "not applicable”, ”"undefined”). The
new clauses will have between the parentheses the content of the parentheses of
"else”.

After this transformation, all the expressions will have the same form: an
7if” followed by one or many clauses from the four possible and the ”else” will
disappear”.

3. Transforming an "if” that appeared in the parentheses of a "true”, "false”,
"not applicable” or "undefined”. After the above transformations there is not
a clause "else”. All the expression is now a sort of tree that has as nodes:
”if({condition})”, "true(...)”, "false(... )”, "not applicable(...)”, "undefined(...)"”,
”{action list}”. An ”if” node has at most four sons (at most one of each "true” ,
”false”, "not applicable” or "undefined” sons) and at least one of the four types
7true”, "false”, "not applicable” and ”undefined” sons. Each node of the type
7true”, ”false”, "not applicable” and ”undefined” has as sons a node of type ”if”
or a node of type action list. We will bring this tree to the form of a conjunction
of expressions of the form:

if({condition}) then ({action list})

We can see that the root of the tree is an ”if” node and the leaves are action
list nodes. All the paths 7 that link the root with the leaves are of the form:

node(ci 1), xx;.1 (...), nod(c; 2), xx;.2(...), ...nod(c; ;), xx; ;(...), ... nod(Csni),
XXZ‘J”‘(...)7 a;

where xx;; (...) are nodes of the type "true”, "false” or "not applicable”,
"undefined” and a; is an ”action list” node. We will apply the following proce-
dure:

a) We write all the paths of the above form.

b) For each path:
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- We build a condition of the form:

C;, = (CiJ <-> Xi,l) . (Ci,g <-> Xi,2) Ce (Ci,j <-> Xi,j) C e (Ci,n <-> Xi,n)

- We build the expression:

if(C;) then (a;)

- Finally we put in a conjunction all the built expression:

if(Cy) then (ay) . if(Cz) then (ag) . ... . if(C;) then (a;) . ... . if(C,) then(an)

Ezample I: Let us have the expression:

if(cq) true( if(ca) true(ay) ) false ( if(c3) true(asg) )

After the transformation we obtain:

if((c; <> 1) . (c2 <-> 1)) then (ay) . if((c1 <-> 0) . (c3 <-> 1)) then (ag)

Ezample 2: Let us have the expression:

if(cq) true( if(co) true( if(cs) true(ay) ) false (if(cyq) true(ag) ) ) false (if(cs)
not applicable (az) undefined(as) ) undefined ( if(cg) true ( if(c7) true( if(cs)
true(as) ) ) undefined (if (cy) true (ag) ) )

The tree will become:

if((cq <> 1) . (ca <> 1) . (cg <> 1)) then(ay) . if((c1 <-> 1) . (c2 <->0) . (c4
<-> 1)) then(ag) . if((c1 <-> 0) . (c5 <-> #)) then(ag) . if((cy <-> 0) . (c5 <> %))
then(ay) . if((c1 <-> *) . (cg <> 1) . (c7 <> 1) . (cg <-> 1)) then(as) . if((c; <->
*) . (cg <-> *) . (cg <-> 1)) then(ag)

The validity of these transformations can be demonstrated to the general case
but here we will demonstrate only a particular case in the following example.

Ezample 3: Let us have the expression:

if(c) true ( if(cy) true(a;) ) false ( if(cy) true(az) ) not applicable (if(c3)
true(as) ) undefined ( if(cy) true(ay) )

The expression will become:

if((¢ <> 1) . (c1 <-> 1)) then(ay) . if((c <-> 0) . (cg <-> 1)) then(as) . if((c
<> #) . (c3 <-> 1)) then(az) . if((c <-> *) . (cq <-> 1)) then(ay)

It is very easy to demonstrate that the two expression are equivalent.

4. Normalizing the conditions. The obtained condition expressions are logical
expression that contains:

- logical operators ”.” and ”+" (the priority of the operator ”.” is greater
than the priority of the operator ”7+7);

- the negation ”~” (the priority of ”

- operands that are simple expressions;

- parentheses that change the priority of the operations;

- the logical constants: 1, 0, #, * .

We do not enter here in the structure of the simple expressions. We will
consider that each simple expression is noted by a letter: a, b, ¢, etc. To normal-
ize the conditions means to put the conditions in the disjunctive form. There
different simple algorithms to do this transformation. Such an algorithm is the
following:

a) We apply the negation that is found before the parentheses using De
Morgan relations until there are no more negations before the parentheses.

b) We open the parenthesis using the distributiveness of ”.” against ”+”.

~9

is greater tan the priority of ”.”);
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5. The decomposition of the conjunctive forms. After the above transforma-
tions the agreement rules became conjunctions of expressions of the form:

if({condition}) then ({action list})

where {condition} is in the disjunctive form:

if((al and a2 ....) or (bl and b2 and ...) or (cl and ¢2 and ...)...) then (action
list)

These forms can be rewritten as follows:

if(al and a2 and ...) then (action list) and if(b1l and b2 and ...) then (action
list) and if(cl and ¢2 and ...) then (action list) and ....

This equivalence can be demonstrated for the general case but we give here
only a demonstration in a particular case, for illustration. Let us have the ex-
pression:

if((a and b) or (¢ and d))then(action list)

We rewrite the expression using only logical symbols and noting action list
by A:

(a.b+c.d)->A="(a.b+c.d)+A="(a.b). (c.d)+A=("(a
b)+A).("(c.d)+A)=((a.b)->A). ((c.d)->A))

We pass to the initial notation and we obtain:

if(a and b) then (action list) and if(c and d) then (action list)

This normalized form will simplify not only the agreement check during the
syntactic analysis but also especially the generation process where the controllers
will force the attributes of the targets.

5 The Agreement Evaluation

As we showed in the section 3, the agreement between different NT&T is de-
scribed under the form of an agreement rule list:

if({expression; }) then ({action-list;}) and if({expressions}) then ({action-
listo}) and if({expressions}) then ({action-lists}) ... if({expression,}) then (
{action-list,, })

Each {expression;} is a logical expression using as operands simple expres-
sions.

a) During the syntactic analysis, the agreement check will be realized by
the ”execution” of this agreement rules. The execution consists in the following
steps:

1. We evaluate all the simple expressions that appears in the expression i
obtaining the corresponding truth values (see the section 3 point (a)).

2. We evaluate the truth value of each expression {expression i} using the
above calculated values for the operands.

3. If the truth value of the expression ¢ is "TRUE” (i.e. it is not "FALSE”,
"NOTAPPLICABLE” or "UNDEFINED”) then the actions from the {action-
list; } will be executed. An action list can contain the actions OK, KO and error
message. Executing an error message means to put this error message in a list
of messages that will be eventually showed to the user. The execution of an
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OK means in fact no operation. The execution of a KO will mean to note the
apparition of an error.

4. When all the n expressions were evaluated:

- If no KO appeared, then the treatment is positively finished.

- If at least a KO is appeared, then treatment is negatively finished.

The syntactic analysis is accordingly continued.

b) During the text generation, the treatment concerns only the simple ex-
pressions and consists of:

1. We search a matching between the controller part of the simple expressions
and the corresponding elements from the deep structure (this depends on how
the deep structure is represented). Let us have the simple expression operand;
-> operands + operands or operand; -> operands. We note {controller} the
controller part and {target} the target part of this expressions. We consider
that in the deep structure we have the corresponding elements {controller’ }and
{target’}. To have a matching between {controller} and {controller’} means that
{controller} subsumes {controller’} (see the section 4).

2. When we find such a matching, the corresponding {target’} is forced to
have such an attribute/value combinations that {target} can subsume {target’}.

We can see that the same representation of the agreement can be used in the
automatic treatment of the analysis and of the generation.

6 Conclusions

The method of agreement description we presented permits a compact and sys-
tematic representation of natural language reversible grammars. The theoretical
basis and the agreement expression handling do not imply excessively compli-
cated problems of implementation in a computing system. The presented ele-
ments were embedded in a more general language GRAALAN (Grammar Ab-
stract Language). Using this method and also others features of GRAALAN
like the possibility to use macros) a complete description of the agreement in
Romanian language was implemented.
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Abstract. Hidden markov models (HMMs) and prediction by partial
matching models (PPM) have been successfully used in language pro-
cessing tasks including learning-based token identification. Most of the
existing systems are domain- and language-dependent. The power of re-
targetability and applicability of these systems is limited. This paper
investigates the effect of the combination of HMMs and PPM on to-
ken identification. We implement a system that bridges the two well
known methods through words new to the identification model. The sys-
tem is fully domain- and language-independent. No changes of code are
necessary when applying to other domains or languages. The only re-
quired input of the system is an annotated corpus. The system has been
tested on two corpora and achieved an overall F-measure of 69.02% for
TCC, and 76.59% for BIB. Although the performance is not as good
as that obtained from a system with language-dependent components,
our proposed system has power to deal with large scope of domain- and
language-independent problem. Identification of date has the best result,
73% and 92% of correct tokens are identified for two corpora respectively.
The system also performs reasonably well on people’s name with correct
tokens of 68% for TCC, and 76% for BIB.

1 Related Research

Token identification task is to automatically identify the boundaries of a variety
of phrases of interest in raw text and mark them up with associated labels. The
systems reported in the Message Understanding Conference are limited to the
following tokens: person, organization, location, date, time, money and percent.
For us, however, the token identification task has no restriction—tokens are
defined by a system designer and could encompass any type of information that
is of interest.
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Some learning algorithms have been reported such as decision trees, maxi-
mum entropy models and hidden markov models.

Sekine [1] and Bennett et al. [2] both implemented their token identification
systems using decision trees. Their decision trees are based on almost identical
features, such as part-of-speech, character type information and special dictio-
naries. While the two systems are similar, there are significant differences be-
tween them. Another system using decision trees is proposed by Baluja et al.
[3]. Like the systems described by both Sekine and Bennett et al., they uti-
lized a part-of-speech tagger, dictionary lookups, and word-level features, such
as all-uppercase, initial-caps, single-character, and punctuation features.

Borthwick et al. [4] described a token identification system based on a maxi-
mum entropy framework. The system used a variety of knowledge sources, such as
orthographic, lexical, section and dictionary features, to make tagging decisions.
For any particular class label, there are four states: label start, label continue,
label end and label unique. The first three states are for the case that more than
one consecutive words are identified as the same class. The fourth is for the
case that only one word is identified in a particular class. In addition, there
is a special label-—other, which indicates that the word is not part of a class.
For example, the phrase “Jenny Bentley lives in Hamilton” is marked as “per-
son start, person end, other, other, location unique”. One label is assigned to
every word in the text. This approach is essentially the same as that described
by Sekine [1]. Borthwick et al. employed Viterbi’s [5] search algorithm to find the
highest probability legal path. For example, label end can only be assigned to
a word that follows a word with either label start or label continue. The system
is a purely statistical one, and contains no hand-generated patterns.

Another system for token identification that uses a maximum entropy model
is reported by Mikheev et al. [6]. The model uses contextual features of tokens, for
example the position of tokens in a sentence, whether they appear in lowercase
in general, whether they were used in lowercase somewhere else in the same
document and so on. This system makes decisions using the answers provided
by the Maximum Entropy model.

IdentiFinder [7] is a well-known system. It uses a variant of a hidden Markov
model to identify tokens like names, dates and numerical quantities. Each state
of the HMM corresponds to a token class. There is a conditional state for “not
a token class”. Each individual word is assumed to be either part of some pre-
determined class or not part of any class. According to the definition of the task,
one of the class labels or the label that represent “none of the classes” is assigned
to every word. IdentiFinder uses word features, which are language-dependent,
such as capitalization, numeric symbols and special characters, because they give
good evidence for identifying tokens.

This paper considers of the effect of the combination of HMMs and PPM on
token identification. The system bridges the two well known methods through
words new to the identification model. The main characteristics of the proposed
system is that it is fully domain- and language-independent.
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Two corpora, The Computists’ Weekly—formerly known as The Computists’
Communique (TCC).! and The Collection of Computer Science Bibliographies
(BIB).2, are employed to evaluate the techniques presented in this paper.

The rest of the paper is organized as follows. The next section describes the
algorithms of the models. Section 3 demonstrates how the models are used in
token identification. Section 4 evaluates our proposed system. We conclude the
paper in the last section.

2 HMDMs and PPM

The idea of the system is to identify tokens from word-level to character-level
when encounter unknown tokens. It is achieved by bridging HMM and PPM
models. Due to limitation of space, we briefly describe the algorithms of the
models in this section. Please refer to [3] and [9, 10] for more details.

2.1 HMMs

A hidden Markov model is a finite-state automaton with stochastic state tran-
sitions and symbol emissions [8]. It is a particular model based on a sequence of
events, and consists of a set of states and a set of output symbols. The automaton
generates a sequence of symbols by starting from the initial state, transitioning
to a new state, emitting an output symbol, transitioning to another state, emit-
ting another symbol, and so on, until the final state is reached and the last
symbol is emitted.

For each member of the set of states, S = {5, Sa, ..., Sy }, there are two prob-
ability distributions. One governs the outgoing state transitions, which indicates
how likely another state is to follow; the other governs the emission of symbols
in the observation vocabulary V' = {Vq, V4, ..., Vas }, which indicates how likely
a symbol is to be generated in the particular state. N and M are the number of
states and number of symbols respectively.

We assume that time is discrete, and the model transitions between states
at each time unit. In the case of a first-order Markov model, which is used in
the undertaken research, the probability of moving from state S; to state Sj is
stored in the state transition matriz, A = {a;;}, where:

aij = Pr[qt = Sj|qt,1 = Sl], 1 § i,j S N (].)

In this and future equations, ¢ refers to the time instant, ¢; is the variable that
records the state assignment to the t*® symbol, and S;, the j*" member of the
set of possible states, is the assigned value. In other words, the probability of
being in the current state is determined by the previous state.

When the HMM moves between states, it emits an output symbol after each
transition. Exactly which output symbol is emitted depends on the output symbol

! http://www.computists.com
2 http://liinwww.ira.uka.de/bibliography /index.html
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distribution B, which defines the probability of emitting a particular symbol in
a particular state. For first-order HMM, B is a two dimensional matrix defined
as B = {b;(k)}, where:

bj(k) =Prlo; = Vi|gt = S;], 1<j<N, 1<k<M. (2

Here, o; is the variable that records the " symbol emission, and Vj, the k"

member of the observation vocabulary, is the emitted symbol.
To complete the model we need an initial probability distribution 7 = {m;}
over states, where:

T = Prlq; = Sy, 1<i<N. (3)

Let us assume that an HMM model has been constructed for a particular
kind of sequence, and we are presented with a new example of such a sequence,
O = 01,09, ...,0p. The problem of finding the most likely state sequence @ =
41,42, -+
qr that produces the given symbol sequence is called decoding. There are several
possible ways of solving this problem. We have used Viterbi algorithm [5, 11],
which is to recover the state sequence that has the highest probability of having
produced the given observation sequence.

2.2 PPM Models

Models that take a few immediately preceding symbols into account to make a
prediction are called finite-context models of order m, where m is the number
of preceding symbols used [9]. The PPM technique uses finite-context models
of characters [10]. It is a so-called character-level model. It uses the last few
characters in the input string to predict the upcoming one. By considering such
a context, each character can be better predicted. The prediction is done by using
the counts of occurrences of each context. The probabilities associated with each
character that has followed the context are used to predict the probability for
the upcoming character.

PPM uses fixed-order context models with different values of m, up to a
pre-determined maximum. The maximum number is a given constant, which
is call the order of the model. The bigger the order, the more information is
considered. But increasing the order does not guarantee better compression,
because the contexts become rarer as the order grows.

Several orders are blended together in PPM to obtain a good probability
estimate for the current character. The prediction starts with a given maximum
order m and checks the occurrence of the order m context. If the order m context
has occurred with the upcoming character following it, the corresponding counts
are used to predict the probability. If the context has not been seen in the past,
the model then uses the order m — 1 context.

Consider the case where the context has occurred but never followed by
the upcoming character. This is called the zero-frequency situation [12]—the
character will be predicted using a zero count. In this case, a special transmission
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Table 1. PPM after processing the string tobeornottobe

Order 2 Order 1 Order 0
Prediction c p Prediction c p Prediction ¢ p
be — o 1 172 b — € 2 3/4 — b 2 3/26

— esc 1 172 —  esc 1 1/4 - e 2 3/26
eo — r 1 172 e - o0 1 172 — n 1 1/26
— esc 1 12 —  esc 1 12 - o 4 7126
no - 1 12 n - o0 1 12 - r 1 1/26
— esc 1 12 — esc 1 172 - ot 3 5/26
ob — e 2 3/4 (o) e 2 3/8 — esc 6 3/13
— esc 1 1/4 - T 1 1/8
or — n 1 12 - ot 1 1/8 Order —1
— esc 1 172 — esc 3 3/8
oo — t 1 12 T - n 1 172 S A 1 1/]A]
— esc 1 172 — esc 1 172
m — o 1 172 t - o0 2 172
— esc 1 172 - t 1 1/6
to — b 2 3/4 — esc 2 1/3
— esc 1 1/4
tt — 0 1 172
— esc 1 172

called escape is used to drop the model down one order, and the order m — 1
model is used to make the prediction.

Another possible situation is that the character has never occurred in the
past—an unknown character. Then even order 0 cannot be used. This is an-
other instance of the zero-frequency problem. The model then escapes down to
a bottom-level model, order —1, that predicts all characters equally.

To illustrate the PPM modeling technique, Table 1[13] shows the four models
with order 2, 1, 0 and —1 after the string tobeornottobe has been processed.

In Table 1, ¢ represents the occurrence, esc and p are probabilities for escape
and symbol, respectively. They are determined by the following equations. |A]
is the size of the alphabet.

t
= 4
esc on’ (4)
2c—1
p=, (5)

where t is the distinct number of characters that have followed a particular
context, n is the number of times a context has appeared.

The model in Table 1 is used as follows. Suppose the character following
tobeornottobe is o. Since the order-2 context is be, and the upcoming symbol
has already been seen once in this context, the order-2 model is used and the
probability is 1/2. If the next character, instead of o, were ¢, this has not been
seen in the current order. Consequently an order-2 escape probability of 1/2 is
used and the context is truncated to the order-1 context e. Again it has not
been seen in this context, so an order-1 escape probability of 1/2 is used and the
context is truncated once more to the null context, corresponding to order 0. Fi-
nally the character ¢ is predicted with a probability of 5/26. Thus the prediction
of t is done in three steps, using order 2 to order 0 context respectively, with
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Table 2. Effect of context and current character with order-2 PPM

Context
tobeornottobe nottobeorto

Probability Model used  Probability ~ Model used

Upcoming o Va Order 2 YaxYax5/6 Order 0

character
t VaxYax5/26 Order 0 1ax1/6 Order 1

a probability of 1/2 x 1/2 x 5/26. If the upcoming character had been x instead
of ¢, a final level of escape to order —1 would have occurred with a probability
of 3/13, and = would be predicted with a probability of 1/256 (assuming that
the alphabet |A| = 256).

The probabilities predicted by PPM are based on the occurrences of the prior
context and the characters that have followed each context every time the context
has occurred in the training text. Table 2 shows how the previous context being
processed and current character affect the result in terms of the order of model
and probabilities by using the same prior contexts to predict different characters
and vice versa.

3 Token Identification

3.1 HMM Based Approach

For the token identification application, the observation sequence is a sequence
of words in text. The symbols emitted in each state are words, and the HMM is
a word-level model.

In the system, each sequence corresponds to a sentence in text, and each
state corresponds to a type of token that the program will identify and mark up.
Example token class include people’s names, geographical locations, monetary
amounts and e-mail addresses. Each type of token will be marked in the text by
a unique tag. N, the number of states in the model, is the number of different
token classes, and is determined by the training data. Because the system uses
a word-level HMM model, M, the size of the output vocabulary, is the number
of different words that appear in the training data.

The matrix A in HMM gives the probability that the current word belongs
to a particular token type given that the previous word belongs to a particular
token type as well. We also call it the contextual probability. Distribution B is
the probability of the same words being seen in a particular token class. It is
token-dependent: different token classes have different probabilities for a certain
word. B is also called the lexical probability. The initial distribution 7 is the
probability that each type of token starts a sentence.

For instance, in the following sentence, a fragment in annotated version of
The Computists’ Weekly, 1998,
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Fig.1. A HMM obtained from the training data

<o>Polytechnic University</o> in <I>Brooklyn< /1> will get
<m>$190M</m> from the <n>Othmer</n> estate, about four
times the school’s previous endowment.

W

The sequence of four words “Polytechnic”, “University”, “in” and “Brooklyn”
contributes to the four-element class sequence <o><o><p><I>. It contributes
the probabilities of transitioning from organization (o) to organization, state o
to o; organization to plain text (p), o to p; and plain text to location (1), p to l.
Thus probabilities are given by the elements of matrix A. The words themselves
will be counted as the appearances in the corresponding token class to make up
the elements of matrix B, for example, words “Polytechnic” and “University”
labeled as organization would increase the counts for their occurrences in this
class. “Polytechnic” as part of organization would also increase the probability
of token <o> starting a sentence.

The model is trained on the training set of the corpus. The system pro-
cesses the training data in two passes. The first pass counts the number of token
classes, N, the number of different words, M, and the vocabularies for each token
type. The second pass counts the number of events and calculates the A and B
matrices.

For illustration, Figure 1 is an example of an HMM obtained from part of
the training data. It is annotated with transition probabilities and token labels:
email address (e), dates (d), people’s name (n), sources (s), organizations (o),
URLs (u), locations (1), money (m) and plain text (p). The figure shows that it
is possible for words in the plain text (p) class to follow words in any other token
classes, and these words can also be followed by words in any other class except
email (e). It is reasonable that words in all token classes can be surrounded by
plain text. The location class (1), monetary class (m) and URL (u) class have
no direct relationship between each other. They never appear one after another
and always have tokens in other classes between them. This is understandable
from the grammatical point of view. Probabilities from plain text to some other
token class, such as date, source and location, are very low. This is not because



180 Yingying Wen et al.

the events are rare but because they are overwhelmed by plain text words, which
makes the denominator bigger and results in smaller numbers.

The figure indicates that there are no tokens in fax and phone classes in this
particular set of training data, because classes, along with vocabularies, depend
on the training data.

3.2 Unknown Word Handling

Unknown words are those that have not been encountered in training data. There
are two kinds of unknown word: neologisms, and existing words that happen not
to appear in the training data.

One of the main goals of token identification is to choose the correct label
in cases where a word can have more than one label assignment. Additionally,
a system must deal with words that have not been encountered in the training
data, and so are not found in the lexicon.

The lexicon for the HMM is built during training, so the model contains all
words. If an unknown word is encountered during decoding, there is no entry in
the model. The emission probability in the state transition matrix B is unknown.
To ensure that the process continues and works in a proper way, some policy
must be adopted to estimate the probability that the current state will emit the
given unknown word.

A PPM model is then constructed for each token class, using all tokens in
a class in the training data. Whenever a word that has not been encountered in
training is seen, and is therefore not contained in the lexicon, the value of b; (k)
is assigned the probability that is predicted by an appropriate PPM model. The
more words in a class that occur in the training data, the more likely it is that
tokens in the same class can be identified in new text.

4 Performance Evaluation

4.1 Measurement Metric

Three standard measures, recall, precision and F-measure [14, 15], along with
error-rate are used to evaluate the accuracy of the token identification system.
They are calculated by using the corresponding manually marked-up fragment
in the training corpus as the gold standard. For easy reference, let us call this
gold standard hand mark-up. To define them, the following terms are used:

N Number of tokens occurring in the standard text;
c Number of tokens correctly marked up by the system;
e Number of tokens incorrectly marked up by the system:;

n=c+e Number of tokens marked up by the system.

The measures take into account two aspects of the mark-up: the label it-
self, and the boundary where the label is inserted. A token is considered to be
correctly marked up when both label and boundaries are correct. For example
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The board has been begging and bribing <n>Steve Jobs</n> to stay
on, but he hasn’t accepted yet.

“Steve Jobs” is correctly marked as a person’s name and it contributes one count
to c.

Recall and precision are widely used to assess the quality of an information
retrieval system in terms of how many of the relevant documents are retrieved
(recall) and how many of the retrieved documents are relevant (precision). In
the token identification task, recall is the proportion of the correct tokens which
are actually identified by the system, while precision is the proportion of tokens
identified by the system which are correct. They are written as:

c
Recall = N (6)

Precision = . (7)
n

The two measures do not always provide an adequate evaluation because
there are some extreme situations where one of them is very small while the
other is large. For example, if the system identifies few tokens compared to the
number of N and they are all correct, recall will be very small whereas precision
is 100%. It is better to have a measure that yields a high score only when recall
and precision are balanced. A widely used measure is the F-measure [14, 15]:

(8% + 1) x Precision x Recall
(32 x Precision + Recall

F-measure = (8)
where values of 3 between 0 and co give varying weights to recall and precision.
In this paper, 8 = 1, gives equal importance to recall and precision, therefore,
F-measure is the harmonic mean of recall and precision:

F 2 x Precision x Recall )
-measure = .
Precision + Recall
The measure of error-rate is used just for easy analysis of the result. It is
defined as

e
Error-rate = _ . 10
ITor-rate = o (10)

This is normally used on its own as an overall indicator of the quality of identi-
fication. However, it can give misleading results—an extreme condition is where
the system only identifies a single word, leading to a very small error-rate of 1/N
despite the fact that all tokens but one remain unidentified.

If the system marks up the same number of tokens as the hand mark-up,
recall and precision both become equal to one minus the error-rate. A perfect
identification system will have an error-rate of zero, and recall and precision of
100%.
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Table 3. Result for five TCC test files

File Recall (%) Precision (%) F-measure (%) Error-rate (%)

testl 64.86 72.37 68.41 24 76
test2 65.67 74.58 69.84 22.39
test3 68.72 78.34 73.21 18.99
test4 60.96 74.79 67.17 20.55
testb 66.26 66.67 66.46 33.13
Average  65.29 73.35 69.02 23.96

4.2 TCC Corpus

The first series of evaluations used the TCC corpus. The corpus was first split
into sentences because the system processes input sentence by sentence. The
available TCC corpus contains 38 issues of the newsletter. 25 issues, which are
randomly selected, are used as the training set.

To see how the system works, 5 of the remaining issues are used as the test
set with all the tags removed. PPM models are used for the unknown words.

Table 3 shows the results for each of the five test files in terms of recall,
precision, F-measure and error-rate. It also gives the average values of these
measures.

In the table, the value of precision is always higher than that of recall. This
indicates that the system marks less tokens than it should do. Consequently,
some tokens are either missed out—Ileft unmarked, or merged into another token
by the system.

Figure 2 depicts the proportion of correctly marked tokens (dark gray) and
errors (light gray) over the corresponding numbers of tokens in the hand mark-up
for each class and overall.

The figure shows that organization class has a very poor result, with only
about 20% of correct tokens identified. This is probably due to the lower per-
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20 A error
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Fig. 2. Detailed result for five TCC test files
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centage of words in this class in the training data. As mentioned before, the
more words in a class that occur in the training data, the more likely it is that
tokens in the same class can be identified in new text. The proportion of words
in classes such as fax number and sums of money are also small, however, they
have special so-called indicators, for example “fax” and “$”. This increases the
performance for these classes. However, a name of an organization is more likely
to comprise diverse words, such as:

<0>Bell Labs</o>
<o0>John Benjamins</o>
<o>Holland Academic Graphics</o>

The percentage of correct tokens in date, email and fax classes are about the
same. However, the system is more successful on date class because the error
rate is very low. This is understandable because date has much less ambiguity
than email address and fax number. Most tokens in date class are distinguishable
in both words and format. Errors happen in special cases such as “30-<d>40
years</d>" and word stemming. But they are rare. On the other hand, email
addresses can be mixed up with URLs due to the definition of a word. Some
sources such as “<s>comp.ai.genetic</s>" also increase the error in email ad-
dress and URL classes. There is no distinction between fax number and phone
number except the word “fax/Fax”, which is a strong indicator to distinguish
fax number from any other classes.

It is interesting to notice that a token which is a money amount is either
marked up correctly or left unmarked. Due to the format of the token in this
particular class, there is no marking ambiguities.

Generally speaking, name of a person is relatively harder to identify than
other classes. The figure shows that it gets the second best result for both the
correct ratio and error ratio. As we have noticed, there are some names that oc-
cur repeatedly. For example, “Ken”, “Bill Park” and “Brandon” have occurred
several times in the entire corpus and none of them has been found to be iden-
tified incorrectly. However, most of the names are not in this special case.

4.3 Bibliographies

The text in bibliographies is more structured than that in the TCC newsletter,
which the model takes advantage of. A bibliography entry contains name, title
and date. Most of them have page number(s), and some provide organization,
publisher, location and source. In the experiments, the BIB corpus of 2400 ref-
erences were selected randomly from the bibliography collection. The model is
trained on 2200 entries, and the experiments are done by running the system on
100 of the remaining references with labels removed.

Figure 3 shows the proportion of correctly marked tokens (dark gray) and
errors (light gray). As we can see, tokens in date class have the best identification
result. From the figure, not a single token is marked up as an organization
whether correct or not. It is because that there are only 4 organizations in the
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Fig.3. Detailed result for 100 bibliographic entries

test data. 3 of them are marked up incorrectly in the hand mark-up and one is
left unmarked.

Table 4 shows the average value of recall, precision, F-measure and error-rate
for 100 bibliographic entries. It also shows the average result of 5 TCC issues for
comparison. Overall, the system was successfully applied on the new text. The
figure indicates that the performance is 7.57% better in F-measure than that of
TCC.

5 Conclusion

The token identification system described in this paper combines two well-known
language models through unknown words for developing a domain- and language-
independent system. The system has been tested on two data sets without any
changes in the code. The results show that 69.02% of F-measure for TCC and
76.59% for BIB are achieved. Although the performance is not as good as that
obtained from a system which includes language-dependent components, our
system has power to deal with large scope of domain- and language-independent
problem. The performance evaluation is made by accuracy, however, the scope of
the system’s applicability should be taken into account. There is always a trade-
off between this two issues. The more specific the application, the higher accuracy
a system provides. This research emphasizes retargetability and generality. It is
understandable that the system is degraded because of the lack of language

Table 4. Average result for 100 bibliographic entries and 5 TCC issues

Corpus Recall (%) Precision (%) F-measure (%) Error-rate (%)
BIB 72.02 81.78 76.59 16.05
TCC 65.29 73.35 69.02 23.96
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dependence. Experiment results demonstrate that the presented techniques in
this paper perform reasonably well on date and people’s name for TCC and BIB.

References

(1]
2]

3]

Sekine, S.: NYU: Description of the Japanese NE system used for MET-2. In:
Proceedings of MUC-7 1998. (1998) 174

Bennett, S.W., Aone, C., Lovell, C.: Learning to tag multilingual texts through
observation. In: Proceedings of the Second Conference on Empirical Methods in
Natural Language Processing, Providence, Rhode Island (1997) 109-116 174
Baluja, S., Mittal, V.O., Sukthankar, R.: Applying machine learning for high
performance named-entity extraction. In: Proceedings of the Conference of the
Pacific Association for Computational Linguistics, Waterloo, CA (1999) 365-378
174

Borthwick, A., Sterling, J., Agichtein, E., Grishman, R.: Exploiting diverse knowl-
edge sources via maximum entropy in named entity recognition. In: Proceedings
of the Sixth Workshop on Very Large Corpora, Montreal, Canada (1998) 174
Viterbi, A.J.: Error bounds for convolutional codes and an asymptotically op-
timum decoding algorithm. IEEE Transactions on Information Theroy IT-13
(1967) 260-269 174, 176

Mikheev, A., Moens, M., Grover, C.: Named entity recognition without gazetteers.
In: Proceedings of EACL, Bergen, Norway. (1999) 174

Bikel, D.M., Schwartz, R., Weischedel, R.M.: An algorithm that learns what’s in
a name. Machine Learning Journal 34 (1999) 211-231 174

Rabiner, L.R.: A tutorial on hidden Markov models and selected applications in
speech recognition. Proceedings of the IEEE 77 (1989) 257-286 175

Witten, I.H., Moffat, A., Bell, T.C.: Managing Gigabytes-Compressing and In-
dexing Documents and Images. 2 edn. ISBN 1-55860-570-3. Morgan Kaufmann
Publishers, San Francisco, California (1999) 175, 176

Cleary, J.G., Witten, [.LH.: Data compression using adaptive coding and partial
string matching. IEEE Trans on Communications 32 (1984) 396-402 175, 176
Forney, J.G.D.: The Viterbi algorithm. Proceedings of the IEEE 61 (1973) 268—
278 176

Witten, [.LH., Bell, T.C.: The zero-frequency problem: Estimating the probabilities
of novel events in adaptive text compression. IEEE Transactions on Information
Theory 37 (1991) 1085-1093 176

Teahan, W.J., Wen, Y., McNab, R., Witten, [.H.: A compression-based algorithm
for Chinese word segmentation. Computational Linguistics 26 (2000) 375-393 177
Van Rijsbergen, C.J.: Information Retrieval. Second edn. Butterworths, London
(1979) 180, 181

Lewis, D.D.: Evaluating and optimizing autonomous text classification systems.
In: Proceedings of the Eighteenth Annual International ACM Special Interest
Group on Information Retrieval. (1995) 246— 254 180, 181



Korean Compound Noun Term Analysis
Based on a Chart Parsing Technique

Kyongho Min!, William H. Wilson2, and Y 0o-Jin Moon?3

'School of Computer and Information Sciences
Auckland University of Technology
Private Bag 92006, Auckland, 1020 New Zealand
kyongho.min@aut.ac.nz
2School of Computer Science and Engineering, UNSW
Sydney, 2052 Australia
billw@cse.unsw.edu.au

SDepartment of MIS, Hankook University of Foreign Studies
Yongin, Kyonggi, 449-791 Korea
yjmoon@hufs.ac.kr

Abstract. Unlike compound noun terms in English and French, where
words are separated by white space, Korean compound noun terms are
not separated by white space. In addition, some compound noun terms
in the real world result from a spacing error. Thus the analysis of com-
pound noun terms is a difficult task in Korean NLP. Systems based on
probabilistic and statistical information extracted from a corpus have
shown good performance on Korean compound noun analysis. How-
ever, if the domain of the actual system is expanded beyond that of the
training system, then the performance on the compound noun analysis
would not be consistent. In this paper, we will describe the analysis of
Korean compound noun terms based on a longest substring algorithm
and an agenda-based chart parsing technique, with a simple heuristic
method to resolve the analyses' ambiguities. The system successfully
analysed 95.6% of the testing data (6024 compound noun terms) which
ranged from 2 to 11 syllables. The average ambiguities ranged from 1 to
33 for each compound noun term.

1 Introduction

Search engines can be improved by two search-related methods: effective indexing
schemes for document contents and efficient ranking systems to pinpoint precise and
necessary information for users rather than showing massive amounts of retrieved
documents. However, the processing of compound noun terms influences the perform-
ance of information retrieval systems.

Unlike compound noun terms in English and French, where words are separated by
white space, Korean compound noun terms are not separated by white space. In addi-
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tion, some compound noun terms in the real world result from a spacing error. Thus
the recognition of a compound noun term as a key word in IR, or as a class feature in
document classification, has been studied to test the performance of systems in Eng-
lish or French [1]. However, analysis of monolithic compound noun terms in Korean
has been performed to test its effect on IR systems, machine translation systems, and
document classification systems [7], [9], [12]. For example, the two interpretations of
“black coffee mug” would be ,p(agj black (noun coffee (noun mug))) — (“CI717 (“black™) @
“U0 17 (“coffee mug”)) - or pp((agj “black” (poun “coffee”)) (noun “mug?))) —
“LIOC el ((“black coffee”) o “mug”). These different results greatly affect the
performance of NLP-based application systems.

Past research has studied Korean compound noun terms based on a statistical ap-
proach using min-max frequencies of terms from a corpus [11], a N-gram approach
using a corpus [8], a probabilistic approach using frequencies of terms from a corpus
and their similarities to the corpus content [10], a combination of multiple approaches
such as rule-based analysis, statistical information, and heuristic rules [12], and a
statistical approach based on mutual information extracted from a corpus [7]. Most
systems used a tagged corpus to extract compound noun formation rules or statistical
information to analyse testing data on compound noun terms. The use of a corpus
requires a large amount of reliable data to get effective compound noun analysis. In
addition, the domain coverage of the corpus used for training the system and extract-
ing rules will greatly affect the performance of the analysis system. Thus the perform-
ance of the compound noun analysis would not be consistent, if the domain of the
actual system is expanded beyond that of the training system.

However, compound noun term analysis based on linguistic information and syn-
tactic rules can give consistent performance regardless of different domains of the
terms. This method does not depend on the size of data used for extracting rules and
statistical information but greatly depends on the size of the lexicon used [4]. Thus, in
this paper, a compound noun analysis system based on linguistic information and a
syntactic rule (NP — N/PN+{N}) is implemented (PN signifies Proper Noun). Some
systems employ heuristic methods to reduce the ambiguities of a compound noun
term, such as two/three noun terms for a compound noun term [11], or default patterns
[12]. However, in this paper, all possible candidate analyses were produced and then
the best analysis is chosen using a heuristic method.

The system in this paper employs a longest substring algorithm to search for all le-
gal noun terms in a compound noun term and a left-to-right chart parsing technique to
interpret the syntactic structure of the compound noun term. The compound noun
analysis system produces ambiguous syntactic interpretations that require resolution of
structural ambiguities. A heuristic and simple ranking system is applied to resolve the
structural ambiguities. The next section will describe the method of compound noun
term analysis, and the experimental results will be described in section 3. Section 4
will describe some problems with the approaches that this paper has taken, further
improvement, and the conclusion of this paper.
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2 Compound Noun Term Analysis

This section describes a method of analysis of Korean compound noun terms in three
phases: morphological analysis based on HAM (Hangul Analysis Module [5]) system,
analysis of compound noun terms, and the choice of the best analysis among alterna-
tives.

2.1  Morphological Analysis of Words

Korean is a highly inflected and free-ordered language, requiring very complex com-
putational processing for successful Korean NLP. In addition, Korean morphological
analysis is very difficult; first, a single syllable (a morpheme/word) in a word can have
different meaning when used by itself. For example, “bank™ — a financial institution -
is “[1[1- /eun-hang/” in Korean with two syllables (“[] - /eun/”, ‘[1-/hang/”). If the
word is treated as a compound noun by a morphological analysis system, then it would
be a “silver row” in English (“silver” for “[1- /eun/” and “row” for “[1- /hang/”). Sec-
ond, Korean has no capital letters to enable one to distinguish a proper noun from
other nouns (common, mass, abstract, etc.) Third, Korean is highly inflectional and
derivational. In the case of verb inflections, there are different forms of inflections
mixed together (imperative, question, past, passive, etc.)

For the purpose of efficient and effective Korean morphological analysis, HAM [5]
is employed. HAM reads a Korean text file and returns multiple morphological analy-
ses of each word in the text. The major shortcoming of the system is the wrong analy-
sis of Korean expressions for foreign words. If the Korean expression of a foreign
word includes some case markers (i.e. subjective (“[1”, “[17), objective (“[1”, “[17)),
affixes, or inflectional morphemes, then the foreign term is analysed as a noun with a
case marker, because the dictionary used cannot cover all possible foreign terms. Thus
Korean morphological analysis depends greatly on the size of the lexicon the system
uses.

HAM analyses each Korean word unit (e.g. a word or a phrase in English) into a
stem (noun, verb, adjective) and its inflectional and derivational unit. From the results
of HAM analysis, if the stem is identified as a compound noun term, then the com-
pound noun analysis module is invoked to analyse the term to collect class features for
the Korean document classification system [9]. If its syntactic category is noun from
HAM analysis, and the stem is not found in the lexicon (which is used, not in the
HAM system, but in a compound noun term analysis system), then the stem is identi-
fied as a compound noun term.

However, in real world text, the term may be the Korean representation of a foreign
word, a proper noun (i.e. name), or a relatively unknown word that is not in the lexi-
con, if its size is small. Thus Korean compound noun analysis would greatly depend
on the size of the lexicon. Unsurprisingly, as the size of the lexicon increases, the
ambiguities of compound noun term analysis, and spurious analyses would also in-
crease [4]. In this paper, a supplementary user lexicon is added to cover words such as
foreign words (“[1[11” — “shopping mall’’), names (“[1[1” — “Hyundai’’), newly-coined
words, and derivational nouns, etc. The supplementary user lexicon has 7750 entries
that are noun terms (3375 entries) and proper noun terms (4375 entries).
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2.2 Compound Noun Analysis

The Korean morphological analyser HAM focuses on the analysis of inflectional and
derivational morphemes. HAM cannot analyse or interpret compound noun terms. In
this section, the compound noun analysis system operating on the output of HAM's
morphological analysis will be described. If a term is identified as a compound noun
term, then first, possible noun terms for the compound noun term are extracted by a
longest substring algorithm [3], and a left-to-right and agenda-based chart parsing
algorithm [2] is then applied to get the best analysis of the compound noun term.

As mentioned, Korean is highly ambiguous in word formation because each single
syllable is meaningful when used by itself. For example, some compound noun for-
mations in Korean are as follows: NP — {N}, NP — Prefix + {N}, NP — {N} +
suffix, NP — {N} + DN, etc. (a word belonging to DN (dependent noun) is not used
by itself in a phrase/sentence and depends on a specific word belonging to the Noun).
This paper focuses on the analysis of NP — {N} and NP — PN + {N}.

Initialise variables
StartIndex = 0; EndIndex = 2; n = Length of the input (Korean string)
Loop (until StartIndex == n)
Loop (until EndIndex ==n)
Get a Substring(x) from StartIndex to EndIndex
Search the Substring(x) in the dictionary
If (Substring(x) is in the dictionary and its POS is noun)
Push the Substring to Found Strings (see Fig.3) with its starting
position, i.e. as (StartIndex: Substring(x))
Else

Discard the Substring
End If
Increase EndIndex by 2 (i.e. because Korean is a 2-byte language)
End loop
Increase StartIndex by 2
End loop

Fig. 1. Longest substring algorithm

A compound noun term is analysed in two steps. First, a longest substring algo-
rithm searches for all possible longest substrings, that are legal lexical entries whose
POS = NOUN, from an identified compound noun term. The substrings are extracted
from the leftmost position (the first starting index of a substring, i.e. string[0]) to the
end of the string by moving the starting position by a syllable to the right (i.e. 2 bytes
for Korean) until the starting index is equal to the length of the string (Fig. 1).

For example, a Korean compound noun term, “[1101171” (“information retrieval” in
English) would produce the extracted substrings “[1” (emotion), “[1[1”’(information),
“[1” (a beam or a reservoir), “[1[1” (a treasured sword), “[1” (sword), “I1[1” (re-
trieval), “I1” (colour) in order. If the term “[11[1” as a proper noun is in the lexicon,
then the longest substring algorithm extracts this term too. Fig. 2 tabulates the results
for “[1[1e[11” (information * retrieval).
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Using positional indices: ¢ [1 | (], [J 5 [] 4, legal substrings found are
“[1” from 0 to 1, - emotion — with a penalty score 6
“[01” from 0 to 2, - information — with a penalty score 4
#0007 from 0 to 3 is not a legal substring.
“[1” from 1 to 2, - a beam or a reservoir — with a penalty score 4
“000” from 1 to 3, - a treasured sword — with a penalty score 2
*J0” from 2 to 4 is not a legal substring
“[1” from 2 to 3, - a sword — with a penalty score 2
“[101” form 2 to 4, - retrieval — with a penalty score 0
“[)” form 3 to 4, - colour — with a penalty score 0

Fig. 2. Example of a longest substring algorithm of “[J(171(1”

Set Found Strings (i.e. noun terms) to contain all substrings extracted by the longest
substring algorithm.
Set Agenda List to contain the strings from the Found Strings whose starting position
is 0 only.
Loop (until no Agenda_item at the starting position only).
Agenda_item (e.g. “A”) = remove the longest substring from the Agenda List
Compute penalty score of this item (see penalty score part).
Retrieve all substrings (e.g. “B” and “C”) after the position of the agenda_item.
Combine all substrings with the agenda item (for example, “A” + “B” and
“A”+“C).
If the combined string covers the whole compound noun string,
Then add the string and penalty score onto a list of resulting
compound noun term.
Else add the string and penalty score onto the Agenda_List.
End If
End Loop
Select the best analysis with the least penalty score.

Fig. 3. Analysis of a compound noun term using a chart parsing technique

After retrieving all possible legal substrings from the identified compound noun
term, an agenda-based left-to-right chart parsing technique with the found legal sub-
strings is applied to get the best analysis of the compound noun term. The chart pars-
ing technique tries to find all possible parse trees covering an input sentence [3]. Thus
a strategy to resolve ambiguities resulting from the chart parsing algorithm is required.
We applied a heuristic penalty scheme to choose the best analysis from ambiguous
analyses of the compound noun term. Fig. 3 shows an agenda-based chart parsing
algorithm to analyse compound noun terms.

The chart parsing algorithm stores legal substrings in a place called Found Strings
in Fig. 3. The legal substrings are found by the longest substring algorithm [3] using a
structure similar to a stack of inactive arcs in a syntactic chart parser. From the found
substrings (i.e. Found_Strings), agenda items are selected and they invoke the forma-
tion of a longer substring to cover the whole compound noun term. Only a substring
whose starting position is 0 (e.g. leftmost substrings only) becomes an agenda item.
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Fig. 4 shows an example of Korean compound noun analysis with states of
Found Strings, Agenda List, and analyses found for a compound noun term.

Found_Strings = { (starting at position 0: “[1”, “[111”),
(starting at position 1: “[17, “[J117),
(starting at position 2: “[1”, “[1017) ,
(starting at position 3: “[17) }

Agenda_List = {(starting at position 0: “[J”, “[1[1”)}

Loop until no Agenda item starting at position 0.

Pop an agenda item with the longest substring at position 0 (“[1(17).

Move to position 2 because the length of the agenda item is 2.

Retrieve substrings at position 2 from Found Strings (e.g. (starting at position 2:

“[J7, “010”)) and combine them to the popped agenda item,
thus two substrings are produced e.g. “[101” + “[J”, “[11” + “[1[1”.

If the combined substring covers the whole string (e.g. compound noun),
then the string is the result of analysis of the compound noun term.
else the string is added to the agenda list, “[171”+“[]” is added to the

Agenda_List (e.g. {(starting at position 0: “[1”, “[I07+“[17)}).

End Loop;

Fig. 4. Example of the agenda-based chart parsing technique with “C10J10” (“information
retrieval” in English)

2.3 Selection of the Best Analysis

The best analysis from the alternatives is chosen by a simple heuristic method, called a
penalty score scheme. This scheme prefers a smaller number of terms in a compound
noun analysis. The penalty score of each substring is computed while performing the
longest substring algorithm. The penalty score of an extracted substring is the length
of syllables (i.e. 2 bytes for a Korean syllable) left behind after extracting the sub-
string. For example, the penalty score of substring “[1[1” (“information”) extracted
from compound noun term “g [ | [ 5 [1 3 [ 47 (“information retrieval”) starting at
position 0 is 4 because two syllables “[1[1” (“retrieval”) are left behind. The penalty
score of substring “[1” (“sword”) starting at position 2 is 2 because a single syllable
“[1”” (“colour”) is left behind. The penalty score of substring “[11” (“retrieval”) start-
ing at position 2 is 0. By a left-to-right chart parsing technique, the penalty score of
analysis “[1[][1[1” is 4 (i.e. the sum of each term's penalty score) while the penalty
score for the analysis “[[1e[1*[]” is 6. Thus the analysis with the smaller penalty score
(i.e. “[JJe[J[17) is chosen as the best analysis.

If there are analyses with the same penalty scores, then the analysis with the small-
est number of noun terms is chosen as the best.

3 Experimental Results

The system was implemented and tested in Perl5.0 under the Linux OS. The text data
(i.e. 800 articles across eight topics) was collected from an online Korean daily news-
paper. Among the data, 6024 compound noun terms were identified. The collected
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compound noun terms are 2 to 11 syllables. Four syllables terms form 70.9% of the
total, and two syllables terms form 0.2% of the total (Table 2). The domains of the
collected compound noun terms are: economy, politics, international news, informa-
tion technology, domestic news, culture and life, sports, and entertainment.

Table 1. Distribution of Noun/Proper Noun (PN) Terms in Lexicons

Syllables Basic User Lexicon  User Lexicon Total Portion
Lexicon (Noun) (PN-name)
No. Ofterms  No. of terms No. of terms No. of terms  Percentage

1 648 28 131 807 0.9%

2 41623 484 774 42881 46.8%

3 30419 2154 2060 34633 37.8%
4 8851 522 783 10156 11.1%
5 1700 138 376 2214 2.4%
6 486 41 131 658 0.7%
>6 166 8 120 294 0.3%

Total 83893 3375 4375 91643 100.0%

The system used two lexicons: a basic lexicon and a supplementary user lexicon.
The basic lexicon has 122881 entries and a supplementary lexicon has 7750 entries
(3375 entries for noun terms and 4375 entries for proper noun terms). The supple-
mentary lexicon covers foreign words, jargon, acronyms, names (e.g. place, person,
institution), newly-coined words, and derivational words that occurred in the collected
data. Table 1 shows the distribution of syllables belonging to Noun or Proper Noun in
the lexicons used in this paper. Two and three syllable words in the lexicon are 84.6%
of the total Noun/Proper Noun terms in the lexicon.

Table 2. Results of Compound Noun Terms Analysis

S}Iz\lll(; };)lfe s Test Data  Portion Success Failure Success Rate F;l:llt:e
2 14 0.2% 14 0 100.00% 0.00%
3 133 2.2% 122 11 91.73% 8.27%
4 4274 70.9% 4072 202 95.27% 4.73%
5 935 15.5% 920 15 98.40% 1.60%
6 505 8.4% 471 34 93.27% 6.73%
7 103 1.7% 100 3 97.09% 2.91%
8 39 0.6% 37 2 94.87% 5.13%
>8 21 0.3% 20 1 95.24% 4.76%
Total 6024 100.0% 5756 268 95.55% 4.45%

3.1 Result of Compound Noun Analysis

Different lengths of compound noun terms (i.e. 2 syllables to 11 syllables) were tested.
The average number of analyses ranges from 1 to 33; see Fig. 5. The minimum num-
ber of analyses is 1 and the maximum number of analyses is 130 - this resulted from
the compound noun term [1[e[I[Je[1[1[1e[][Je[1[1 (English * Reading ¢ Teacher ¢
Training * Course). Fig. 5 shows the relationships between the number of syllables in
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a compound noun term and the number of its analyses. As the number of syllables
increases, the number of analyses increases sharply.

35.0

30.0 /l’
25.0 /
20.0 /

alyses

2 15.0
<
10.0 /
5.0 74‘
0'0 1 1 1 1 L

2 3 4 5 6 7 8 >8
Syllables

Fig. 5. Relationship between Syllables and Average Number of Analyses

The result of compound noun term analysis shows 95.55% success rate on
average across the length of syllables. In the case of 3 syllables, the success
rate is the worst. In the case of 2 syllables, the success rate is 100% because
there is only one analysis for two-syllable compound noun terms. The system
failed to correctly analyse a compound noun term with three syllables
(S:S,S;) because the penalty scheme allocated less score to the rightmost
longest substring in the compound noun term. Thus the correct analysis of
compound noun term S;S,S; could be S; ® S,S;. However, the system sug-
gested S;S, @ S; as the best analysis of the three syllables term (e.g. “[J1[10)”
(“photonic/light signal”) — “[1(0” (“fanaticism’) e “[J” (“arc”), “[J” (“pho-
tonic/light”) e “[J[J” (“signal”), “[1” (“photonic/light”) e “[J” (“foot-
wear/god”) e “[J” (“arc”)). This issue increased the failure rate of analysis of
3-syllable compound noun terms.

A system applying multiple methods to compound noun analysis showed a 95.6%
success rate [12] and another system based on a min-max algorithm by using statistical
information obtained from a corpus showed 97.3% of success rate of compound noun
segmentation [11]. Compared to both systems, the result of our system showed quite a
good performance without using a large tagged corpus.

4 Further Improvement and Conclusion

The critical drawback of the rule-based system (e.g. morphological/syntactic rules) is
to know the optimal size of the lexicon. There are a lot of relatively unknown words
produced from foreign words, newly-coined words, names, and jargon. It is possible
to add the whole words into a lexicon. However, if the size of the lexicon is larger,
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then the compound noun analysis produces more ambiguities that make the ambiguity
resolution more difficult. Thus the system requires optimization according to the size
of the lexicon. In addition, a system for recognising relatively unknown words auto-
matically is required to improve the performance of compound noun analysis and
recognition of entity terms.

The longest substring algorithm was applied from left to right with its penalty score
scheme. This algorithm preferred the longest rightmost subtring as the best analysis,
and increased the failure rate of compound noun analysis. It would be a further devel-
opment task to find out how to apply supplementary information (e.g. statistical in-
formation) to improve resolution of ambiguities.

Korean has no capital letters to distinguish names from other noun terms. Thus it is
not effective to add all legal lexical entries in the real world to a lexicon because the
number of alternatives of compound noun analysis greatly depends on the size of
lexicon a system uses. Thus a method of processing compound noun term with rela-
tively unknown words would be required. The unknown word identification process
will reduce the size of lexicon. In addition, a process for bilingual term analysis would
be helpful for the identification of compound noun terms like “ASEMe[ 11" (“ASEM -«
Meeting”).

A Korean compound noun term analysis method based on morphological and syn-
tactic rules employing the longest substring algorithm and a left-to-right agenda-based
chart parsing algorithm has been described. Unsurprisingly, the method produced
many ambiguities as the length of the compound noun term increased. However, a
simple heuristic method to select the best analysis among many alternatives showed a
95.6% success rate on compound noun terms collected from an online newspaper,
across eight topics.
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Abstract: As the number and diversity of distributed information
sources on the Internet exponentially increase, it is difficult for the user
to know which databases are appropriate to search. Given database lan-
guage models that describe the content of each database, database se-
lection services can provide assistance in locate relevant databases of
the user's information need. In this paper, we propose a database selec-
tion approach based on statistical language modeling. The basic idea
behind the approach is that, for the databases that are categorized into a
topic hierarchy, individual language models are estimated at different
search stages, and then the databases are ranked by the similarity to the
query according to the estimated language model. Two-stage smoothed
language models are presented to circumvent the inaccuracy due to
word sparseness. Experimental results demonstrate such a language
modeling approach is competitive with current state-of-the-art database
selection approaches.

1 Introduction

The rapid proliferation of online text databases on the Internet has made it difficult for
a user to determine which databases to search for desired information. To reduce net-
work traffic as well as the cost of searching useless databases, the idea of sending the
user query only to potentially useful databases has become more and more attractive
to both users and information science researchers.

Database classification, the techniques to partition multiple, distributed web data-
bases based on their subject contents into a structured hierarchy of topics [1, 9], pro-
vide a useful and efficient way to organize and manage a vase number of web data-
bases. At the same time, it is also helpful to make the task of database selection
simplified.

In this paper, we present a novel database selection approach based on database
classification. The language model explored in this paper is, in practice, a two-stage
database language model which is the combination of a class-based language model
and a term-based language model. For text databases that have been categorized into a

T.D. Gedeon and L.C.C. Fung (Eds.): AI 2003, LNAI 2903, pp. 196-207, 2003.
© Springer-Verlag Berlin Heidelberg 2003
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hierarchical structure of topics, the task of database selection is conceptually decom-
posed into two distinct steps:

(1) First, with a class-based language model, the search only focuses on databases
in confined domains, e.g., a certain specific subject area that a user is inter-
ested in.

(2) Second, selection algorithm computes the likelihood of individual chosen da-
tabases to the query using a term-based language model, and further selects the
best databases for the query.

Obviously, the two-stage language model approach explicitly captures the different
influences of the category-specific search stage and the term-specific search stage on
the optimal settings of selection parameters. Our experimental results reported here
have demonstrated that the exact performance of this two-stage language model is
significantly better than other traditional selection methods such as traditional well-
known df X icf method.

This work is an extension of our previous research [9] which introduces a cluster-
ing method for hierarchically categorizing multiple, distributed web databases. Our
study has the following contributions:

e First, we acquire database models independently according to different search
stages and intentionally keep these models separate.

e Second, we consider general ways of combining different models of a database
by introducing suitable parameters, which can be further individualized and op-
timized for each database.

We believe that such a simple and effective language model as a solid baseline
method opens up the door for further improving the database selection performance.

The paper is organized as follows: in Section 2 we discuss the basic theory of sta-
tistical language modeling approach. Section 3 lays out the two-stage database lan-
guage model and develops the formulas for a simple realization of it. Experimental
methodology and a series of experiments to evaluate our language model are pre-
sented in Section 4 and 5. Finally, conclusion and the contribution of this work are
summarized in Section 6.

2 The Statistical Language Modeling Approach

Due to the relative simplicity and effectiveness of statistical methods that have been
applied successfully in a wide variety of speech and language recognition areas, sta-
tistical language model has recently attracted significant attention as a new alterative
to traditional retrieval models [7, 6]. Firstly, let us take a brief look at the standard
statistical language model.

In automatic speech recognition, language models are capable of assigning a prob-
ability P(W) to a word string W (W =w,w, ---w, ). The probability of the word string

W occurring in English text can be characterized by a set of conditional probabilities
P(w, |w{™"), which can be expressed as a product
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POVY =TT P0v, i) (1)

where P(w,|w{™") is the probability that w, will be occurred when all of the previous

words W] (w]™" = ww,-w,,) are occurred.

The task of a statistical language model is to make it tractable to estimate the prob-
abilities P(w, |w]"). At present, the dominant technology in language modeling used
is the unigram model, which makes a strong assumption that each word occurs inde-

pendently, and consequently, the probability of a word string becomes the product of
the probabilities of the individual words. Therefore, Equation 1 can be simplified as

P(W>=f[P<w,-) @)

For a vocabulary of size V, the unigram model is a multinomial, i.e., multinomial dis-
tributions over words in ¥, which has V-1 independent parameters.

The basic idea of the statistical language modeling approach for database selection
is to view each database S as a language sample and to estimate the conditional prob-
ability P(Q \ S), i.e., the probability of generating a query O =1{¢,,¢,,"**,q, } given an

observation of a database S:
P(QIS)=HiP(q,-|S) (3)

The databases are ranked by the probability P(Q|.S) .

Applying Bayes' rule of probability, the posterior probability of the database S to
the query QO can be written as

P|SP(S)
P(Q)

The P(Q) term represents the probability that query Q is generated from a docu-
ment-independent language model. Since P(Q) is constant for all databases given a
specific query Q, it does not affect the ranking of the databases and can be ignored for
the purpose of ranking databases. Therefore, Equation 4 can be rewritten as

P(S[Q) e P(Q[S)P(S) Q)

As to the P(S) term, it is a query-independent term, which measures the quality of
the databases according to the user's general preference and information needs. In this
work, since a user query probably involves in a variety of topics and we cannot be-
forehand predict its content, the prior term P(S) is assumed to be uniform over all da-
tabases, and so does it not affect database ranking. As a result, in practice, only the
P(Q|S) term really has final influence on determining the relevance of the database

P(S|0)= 4)

to the query.

Just as in the use of language model for speech recognition, one of the most obvi-
ous practical problems in applying statistical language modeling to database selection
is the problem of sparse data, that is, it is possible to assign a probability of zero to a
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database that is missing one or more of the query terms. The data sparseness problem
can be avoided by data smoothing methods which assign non-zero probability to the
missing query terms so as to improve the accuracy and reliability of the models. In the
following section, a brief overview of the smoothed two-stage database language
models for database selection is described as follows.

3 Two-Stage Database Language Models for Database Selection

3.1 Hierarchical Structure of Topics for Text Databases

Firstly, to facilitate the construction of a two-stage database language model, we first
describe a structured hierarchy of topics shown as Figure 1.

The root level Root
The first level Education Computers Science Sports
The second level Hardware Software Multimedia

@

The leaf level Database

Programming Image .. Audio

Fig. 1. A Small Fraction of the Topic Hierarchical Structure

Formally, we can give some formal definitions for a hierarchical structure of topics
as follows:

Definition 1. A structured hierarchy of topics is a rooted directed tree which contains
a number of topics (classes), namely, ¢,,c,, -,¢, , organized into multiple levels and
each node corresponds to a topic.

In general, in such a topic hierarchy, topics are ordered from general broad topics
(high level) to specific and narrow ones (low level). There exist parent-child relation-
ships between two adjacent layers. Each parent class has a set of child classes and
these child classes together cover different aspects of the parent class.

Definition 2. In each parent-child pair, the weight of the connection between parent
class ¢/ and child class ¢, is denoted by w, . which represents the degree of their as-
k Ck

sociation.
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Definition 3. For each topic (class) ¢; in the topic hierarchy, it is represented by a
feature space F“ which is denoted as F* ={f,, f>,-*»fu}, where f; (I<i<M)isa

distinct feature vector in the feature space £ .

The features are the words that are strongly associated with one specific category
(class). The features have enough discrimination power to distinguish this class from
a set of classes in the hierarchical classification scheme.

Definition 4. Cluster ¢? is a parent class that consists of a number of child classes,

¢’ ={c,,c,,--,c; }, where T is the number of the child classes. F s a feature space
of the cluster ¢”, which is described as F' ={f,, f,,---, f,} , Where F “is the feature

space set of all the child classes, namely, F =F" UF® U---UF

Definition 5. With a hierarchical classification scheme with categories, ¢,,c,, ,c. »
a database S can be classified into one or more classes, which is denoted by a class set
C%, C*={c,cS,~-,cy}. Each class in the class set C° is a 2-dimension vector

{717} (12i < K), where ¢} is the degree of relevance of the database S to class ¢;.
t* can be represented by the posterior probability P(c,|S ) of class ¢; to the data-

base S, whose value is normalized into the range from 0 to 1.

The topic hierarchy and its associated web databases could be used in a database
selection environment as follows: once a user submits a query, the selection system
selects the databases to search in two stages: in the first stage, the system identifies
one or more topics that best matches/match the user's information need, and then the
databases associated with these topics (classes) firstly are chosen. In the second stage,
a term-based database selection algorithm is used to further select the appropriate da-
tabases from those chosen databases based on the degree of relevance of the databases
to the query.

3.2  The Smoothed Two-Stage Language Models

The generic language model for the two-stage database selection procedure can be re-
fined by a concrete class-based model P(Q|C) for generating the specific subject
classes that best match the query and a concrete term-based model P(Q|S) for gener-

ating the most likely similar databases to the query. Different specifications lead to
different selection formulas. Now, we present the generic two-stage models with data
smoothing methods which consists of two individual models, a smoothed class-based
language model and a smoothed term-based model.

3.2.1 The Smoothed Class-Based Language Model

Given a user query Q, it may be possible to make reasonable predictions of deter-
mining the appropriate topic(s) that the user is interested in by using the feature vec-

tors in the feature space. Let F* ={f,, f,,---, f,, } denotes a feature space of class ¢;,

0={4,,9,,",q } denotes a user query and F° = {f1, /2., f,y} denotes the feature
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vocabulary of all the classes in the topic hierarchy. For a certain topic class ¢, the

likelihood function of class ¢, to a query is described as follows,
P@le) =11 P lc) =] P4 |F*) (6)

where P(q, |c,)is the probability of query termg; in the feature space of class ¢;.

Due to computation cost, the feature space F“* is actually a much small feature set
of fixed size and content. This makes it difficult to distinguish the effects of the

missing query terms in the feature space F“. To avoid the sparse data problem, we
describe a smoothing technique called the Jelinek-Mercer method (also called linear
interpolation) [3] that combines the probability estimates of several language models
within a unified model that suffers less from the data sparseness problem. The prob-
ability estimates of this linearly interpolated language model will become more reli-
able and more accurate.

In order to capture the common and non-discriminating words in a query, we as-
sume that a query is generated by sampling words from a three-component mixture of
language models with one component being P(¢g|c,), and the two others being the

parent-class language model P(q|c!) and the class-corpus language model P(q|C).
That is,

PJK(Q|CI<):HI~ (4 P(g; [ )+ 4,Pq, [ cf)+ A, P(q, | C)) (7)

where ¢! is the parent class of the class ¢, and C is the class corpus of the topic hier-

archy; A,, A,and A,are coefficients, which control the influence of each model,

04,4, 4 <land 4, +4,+4,=1.

Obviously, the class-based language model is effectively smoothed in two steps.

(1) First, it is smoothed with the correlation information about parent-child pairs.
Since the feature space of the parent class ¢/ is the feature space set of all the
child classes (recall Definition 4), the size of the feature space F “ of the parent
class ¢/ is far larger than that of the feature space F“. Therefore, such a parent-
class model P(g|c})can help us differentiate the contribution of different miss-

ing query terms in the feature space F“. In consideration of the associative de-
gree between parent class and child classes, there exists the following relation-

ship between A, and 4,:
=W ®)

where w, is the weight of the connection between parent class ¢/ and child
€k Ck

class ¢; (recall Definition 2). Combining this equation with the class model, we

can rewrite Equation 7 as follows,
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Pr(@le)=APQ@c)+Aw, PQ[c)+[1-+w, JAIPQ]|C) ©)

=I1, AP le)+aw,, P, |c)+0-0+w, IA4IP(g, |C) (10)

(2) Second, in order to avoid the probability that some query terms may still be miss-
ing in the feature space of the parent class, this class-based language model is
further interpolated with a class-corpus model. The class-corpus model P(g | C)

will give such query term that which did not appear in the above two feature
spaces F'“ and F 4 , a much smaller probability, since the feature space F is
the feature vocabulary of all the classes in the topic hierarchy. Note that the coef-
ficient 4, can be optimized by EM (Estimate Maximization) algorithm [2]. .

Assume that there are u topics (¢,,¢,,:*,c,) selected by the class-based language

model, the likelihood probability of the databas associated with the chosen topics
to the query Q can be calculated as

PO]8)=3 Py (Qc)Ple, | S) (11)

where P(c, |S)is the posterior probability of class ¢, for the database S (recall
Definition 5). The database will be ordered by the likelihood probabilities, and

only the top K databases in the ranking list will be chosen as preliminary relevant
databases to the query.

3.2.2 The Smoothed Term-Based Language Model

Once a number of relevant databases are chosen from the category-specific search
stage, the next step is to further refine the search range for search efficiency and ef-
fectiveness. A straightforward method to estimate the probabilities of individual query
terms is the Maximum Likelihood Estimation (MLE) [5]. Our term-based language
model is a unigram language model based on the MLE. Given a user query Q, the

probability P(Q | S) of a database S to the query can be expressed as

C(q.|S
Py (Q1S) :HiPMLE(qi |S) :Hi% (12)

where C(q;|S)is the frequency occurrence of query term ¢; in database S, and

Z, C(t, | S)is the sum of the times of all term occurrence in database S. The MLE

assigns the probability of the observed data in the database as high as possible and as-
signs zero probability to the missing data.

For a database with a large number of documents, there are enough data for
P, (g, | S)to be robustly estimated. However, the MLE still probably assign zero

probability to the query terms that do not appear in the database. To compensate this
sparse data problem, one approach is to model the term distributions using Dirichlet
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distributions [4]. With the Dirichlet distribution with parameters oun
(m={m,,m,,---,;m,}), the P,;z(Q|S) can be rewritten as

C(g. |S )
Pop(Q|S) =[] Dirichlet (P, (4, S) :H"m (13)

where o is a positive scalar; m;, is the posterior probability of query term ¢;, which is
denoted as P(g, | C'). The probability P(¢; | C') can be estimated based on a collection
language model P(¢|C"). The collection language model P(¢|C')is constructed with a

large amount of training data set C’ which contains the average probability of the
term through a geometric distribution. The model P(z|C")is used as a reference model

to smooth the probability distribution of query terms. For a term 7, P(t |C") is nor-
malized, i.e., ) P(t,|C)=1.

4 Experimental Design

4.1 The Data Sets

In order to demonstrate the effectiveness of our modeling techniques, we conduct a
number of experiments to evaluate the selection performance of two-stage database
language models on the Reuter 21578 data set (Http://www.research.att.com/~lewis
/~reuters21578. html). The Reuters 21578 data set contains 21,450 Reuters news arti-
cles from 1987 with 135 categories. Due to the documents with multiple labels, we
distinguish some labels that tend to subsume other labels as the high level topics and
therefore construct a 3-layer hierarchical structure.

4.2 Evaluation Metrics

At the category-specific search stage, we draw the 11 point average precision-recall
curve to compare the selection performance between the JK model and non-
interpolated model without the interpolation of parent class and class corpus. The 11
point average precision-recall (P / R) curve plots the average precision values at each
of the 11 recall points 0, 0.1, 0.2, ..., 1.0, where precision P is the ration of the num-
ber of relevant classes to the total number of classes selected, and recall R is the ra-
tion of the number of relevant classes to the total number of relevant classes in the
class set.

At the term-specific search stage, we use the mean-squared root error metric to
compare the effectiveness of variations of two types of language models (i.c., the
MLE model, the DP model) to the basic language model which is the well-known
vector-space model (VS) with the Cosine function and the famous df X icf formula
[8]. Note that the names of all the models are abbreviated with the two initial letters
(e.g., JK for Jelinek-Mercer smoothing).



204  Hui Yang and Minjie Zhang

The mean-squared root error of the collection ranking for a single query is calcu-
lated as:

Error= - > (0,-R) (14)
‘C‘ ieC

where: (1) O; is the position of database S, in the optimal relevance-based ranking O,

given a query Q. The optimal ranking O, is produced based on the following two

criteria:

e The number of relevant topics in the databases. If database S, has more classes

S, ) S oS
than database ‘, then S is ranked ahead of ‘. That is, Rank (S‘, ) =
S S,
o

e The number of relevant documents in the databases. If database S has more
S, )
documents associated with relevant classes than database ', then 5 is ranked
S S S,
ahead of . That is, Rank (°',>7) = {7, °7}.

(2) R, is the position of database S, in the selection ranking based on the prob-
ability P(Q|S) obtained from the language model. The database with the largest
value of P(Q]S) is ranked 1, the database with second largest value is ranked 2,
and so on; (3) C'is the set of collections being ranked.

The mean-squared root error metric has the advantage that it is easy to un-

derstand (an optimal result is 0), and it does not require labeling a database ‘rele-
vant' or ‘not relevant' for a particular query.

5 Experimental Results

In this section, we present experimental results to test the robustness of using the
smoothed two-stage language model for database selection.

5.1 The Effects of Various Values of Smoothing Parameters
in Individual Language Models

To examine the effect of the smoothing parameter in each specific smoothing method
on selection effectiveness, we vary the value of the smoothing parameters in a wide
range in order to observe all possible difference in smoothing. In each run, we set the
smoothing parameter the same value to report the average selection performance at
each parameter value. Then, we compare selection performance by plotting the aver-
age precision or mean-squared root error against the variation in these values.
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Jelinek-Mercer (JK) Smoothing: In Figure 2, we compare the precision of the JK
model at different settings of the smoothing parameter A, (Recall Equation 10). The

plots in Figure 2 show that the average precisions for different values of A, over

Reuters 21578 data set. It is easily noted that the choice of the appropriate smoothing
parameter A, can have a large impact on selection performance. When A, varies the

range between 0.6~0.8, the results are statistically significant improvement in preci-
sion. We can see that the optimal value of A, is a little high, which suggests that al-

though the parent-class model and the class-corpus model can help smooth the word
sparseness, the basic class model P(¢|c,), in practice, plays a major role in class se-

lection.

Dirichlet Prior (DP) Smoothing: To see the detail change, we experiment with a
wide range of value of the DP smoothing parameter o (recall Equation 13). It is clear
that, from the results in Figure 3, the optimal value of o seems to be set a relative
large value, about between 1000~2000.

——Reuters —¢—Reuters

07 120 cm e
0.65

5 06

3 055

e

a 05 1054 -——--------—-———— - - - ———
045 1T+
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0102 03 04 05 06 0.7 08 09 1 NS OEPS S SS

Smoothing Parameter of the JK model Smoothing Parameter of the DP model

Fig. 2. The Effect of Different Value of the JK Fig. 3. The Effect of Different Values of the
coefficient A, on Selection Performance DP parameter o on Selection Performance

5.2 The JK Model vs The Non-interpolated Model

The class-based language model obtained using the JK smoothing method is expected
to perform better than the simple non-interpolated model. In order to prove it, we
compare the precision-recall chart of the JK model with that of the non-interpolated
model. The 11 point precision-recall curves are shown in Figure 4. Note that the fig-
ure for the JK model uses the best choice of the smoothing parameter A, (A, =0.7).

Figure 4 clearly shows that on the 11 point precision-recall chart, the JK language
modeling approach achieved better precision at all levels of recall, and most of them
statistically significant, by 7.54% on average respectively. It means that the linear in-
terpolated approach is an attractive way in which the parent-class model and the class-
corpus model help effectively smooth the word sparseness and therefore improve the
selection effectiveness.
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5.3  The Effects of Different Term-Based Language Models
on Selection Performance

In addition to the vector-space (VS) model whose mean-squared root error we con-
sider to be the evaluation baseline for comparison, two different language models, the
MLE model and the DP model are used in our experiments. The selection perform-
ances of searching a set of distributed databases are shown in Figure 5.

Compared with the behavior of the VS model, the DP model improves selection
performance significantly across the Reuters 21578 data set, but the MLE model per-
forms a little worse. This is understandable that some query terms missed at the data-
base lead to a bad probability estimate for the query.

Note that the results of the DP model are still very competitive when compared
with the performances of two other models, the MLE model and the VS model. As we
see, in all results, the performance of the DP model smoothed with the optimal pa-
rameter value o (0=1000) is statistically better than the best performance of the VS
model. It appears that the DP model is actually a quite robust language model in data-
base selection.

—&— JK —@— non-interpolated —&—DP(1000) —*%—VS —e—MLE

2 4 6 8 10 2 4 16 18 20

Recall (Reuters) Databases (Reuters)

Fig. 4. Selection Performance of the JK  Fig. 5. The effects of different term-based Model
and the Non-interpolated Model language models on selection performance

6 Conclusion and Future Works

We have presented a novel way of looking at the problem of database selection based
on a two-stage language model that is rooted on the solid foundation of statistical na-
ture language processing. For the databases categorized into a topic hierarchy, instead
of searching them in an ad hoc manner, we intentionally keep the database language
models separated according to individual natures of different search stages. It makes
our model easy to be understood and be expanded. We also conducted a number of
experiments to prove the effectiveness and robustness of our language model. The ex-
perimental results have demonstrated that this approach holds great promise of im-
proving search performance. Due to the simplicity of our model, we believe that our
model can be easily extended to incorporate with any new language-based techniques
under a general, well-ground framework.

We plan to investigate the following matters in the future work. First, due to time
constraint, our current language models do not incorporate many familiar ideas into



A Language Modeling Approach to Search Distributed Text Databases 207

our selection system such as relevant feedback and semantic-based information re-
trieval. It is possible that additional knowledge added to the models will further im-
prove our selection system. For example, using relevant feedback techniques, a user
can provide more meaningful words which facilitate the formation of better queries.
Second, as mentioned previously, we simply take all the words occurring in the data-
bases independent. Such unigram models completely ignore word phrases that are
likely to be beneficial to probability estimate of the query. To compensate the short-
coming, we will consider bigram and possibly trigram models in our general language
model for database selection. Finally, we only employ simple smoothing methods to
our current work. We are planning to explore other more elaborate smoothing meth-
ods to extend our models. It is also possible to further improve selection results.
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Abstract. As the information technology grows interests in the intru-
sion detection system (IDS), which detects unauthorized usage, misuse
by a local user and modification of important data, have been raised. In
the field of anomaly-based IDS several artificial intelligence techniques
are used to model normal behavior. However, there is no perfect de-
tection method so that most of IDSs can detect the limited types of
intrusion and suffers from its false alarms. Combining multiple detectors
can be a good solution for this problem of conventional anomaly detec-
tors. This paper proposes a detection method that combines multiple
detectors using a machine learning technique called decision tree. We
use conventional measures for intrusion detection and modeling methods
appropriate to each measure. System calls, resource usage and file access
events are used to measure user’s behavior and hidden Markov model,
statistical method and rule-base method are used to model these mea-
sures which are combined with decision tree. Experimental results with
real data clearly demonstrate the effectiveness of the proposed method
that has significantly low false-positive error rate against various types
of intrusion.

Keyword: anomaly detection, decision tree, combining detectors

1 Introduction

Today’s high reliance on computers raises concerns about the computer security.
As the damage from security incidents increases, several tools and equipments
become essential to computer systems. Intrusion detection is to find attacks ex-
ploiting illegal uses or misuses. An IDS is software to detect attacks exploiting
illegal uses or misuses and modification of important data by analyzing sys-
tem calls, system logs, activation time, and network packets of each operating
system [1]. Generally, intrusion detection techniques can be divided into two
groups according to the type of data they use: misuse detection and anomaly
detection [2].

Misuse detection has the advantage that known attacks can be detected re-
liably with low false-positive error and economically. The shortcoming is that
it cannot detect unknown attacks. Anomaly detection is better than misuse de-
tection in terms of detecting novel attacks and its low false-negative error rate.

T.D. Gedeon and L.C.C. Fung (Eds.): AT 2003, LNAI 2903, pp. 208-220, 2003.
© Springer-Verlag Berlin Heidelberg 2003
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However, it suffers from high false-positive error rate because unseen normal
behaviors are considered as attacks. Another drawback of anomaly detection
technique is that the detectable types of intrusion are limited according to the
measures and modeling methods used.

In this paper, to overcome drawbacks of the conventional anomaly detection
techniques, we propose an anomaly-based detection technique that combines
multiple detectors. First of all, we develop four appropriate detection methods
that use system call events, resource usage of process, file access events as the
measure of normal behavior with appropriate modeling methods. Next, we com-
bine these detectors using decision tree. The proposed detection method is ex-
pected better performance because it can model normal behaviors from various
perspectives.

The rest of this paper is organized as follows. In Section 2, we give a brief
overview of the related works. The overall design and detailed description of the
proposed methods are presented in Section 3. Experimental results are shown in
Section 4.

2 Related Works

Various techniques are used for anomaly-based intrusion detection. Expert sys-
tem, statistics, artificial neural network and hidden Markov model (HMM)
are widely used for modeling normal behaviors. The representative studies on
anomaly detection are summarized in Table 1.

Statistics is the most widely used technique, which defines normal behavior
by collecting data relating to the behavior of legitimate users over a period of
time [3]. The representative IDS based on statistics is NIDES (Next-generation
Intrusion Detection Expert Systems), which measures the similarity between
a subject’s long-term behavior and short term behavior for intrusion detec-
tion [8]. The detection rate is high because it can use various types of audit data

Table 1. The representative studies on intrusion detection

ES: Expert System, NN: Neural Network, ST: Statistics, HMM: Hidden
Markov Model

Organization Name Period ES NN ST HMM
AT&T ComputerWatch [4] 1987-1990 X
UCDavis NSM [5] 1989-1995 X
GrIDS [6] 1995- X
SRI International IDES [7] 1983-1992 X
NIDES [¢] 1992-1995 X
EMERALD [9] 1996- X
CS Telecom Hyperview [10] 1990-1995 X X
Univ. of New Mexico C. Wrannder et. al [11] 1995 X X

Yonsei Univ. Park and Cho [12] 1999- X
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and detect intrusion based on the previous experimental data. The shortcoming
is that it is not sensitive to some behavior and detectable types of intrusion are
limited.

Hyperview of CS Telecom uses neural network for intrusion detection [10].
It consists of 2 modules: neural network and expert system. The neural network
in Hyperview uses temporal sequence of audit data as inputs and 60 types of
audit data. It has the advantage of easy representation of nonlinear relationship
between input and output. The defects of neural networks are that its computa-
tional load is very heavy and it is difficult to interpret the relationship between
inputs and outputs.

An HMM is useful technique because it is good for modeling system call se-
quences. The representative study is the technique proposed by C. Warender of
New Mexico University [11]. It uses system call audit trails to measure normal
behaviors. While HMM produces better performance in modeling system call
events than other methods, it requires very long time for modeling normal be-
haviors. The solution for this problem might be to improve the performance of
computer system or to reduce the training data. The technique that reduces audit
trails by filtering audit trails from abstracted information around the change of
privilege flows can save the computational costs significantly while maintaining
good performance [12].

3 Proposed Method

Among the intrusion types that frequently occur, buffer overflow, S/W security
error, configuration error and denial of service attacks are prevalent on host. Ac-
cording to the hacking trends in May, June, and July 2002 reported by CERTCC
the majority of attacks occurred is buffer overflow. Recently massive access to
internet raises the issue of denial of service attack. This paper focuses on the
two intrusion types to develop sophisticated detection method.

In this paper, we use common measures for host-based detection system: sys-
tem call event, file system information and resource usage of process. Though
there are several methods for modeling each measure, we select modeling meth-
ods appropriate to each measure considering the relationship between the char-
acteristics of intrusion traces and the power of modeling methods. However,
because each intrusion type leaves anomalies at individual measure, there are
undetectable intrusion types in each measure and modeling method. To over-
come this drawback, it is necessary to remedy shortcomings of each method
through combining multiple detectors. We construct decision tree that combines
multiple measure models and detect intrusions with it . The general architecture
of the proposed method can be seen in Fig 1.

3.1 HMM with System Call Events

Sun Microsystem’s Basic Security Module (BSM) which is auditing facility for
Solaris provides an adequate representation of the behavior of the program be-
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Fig.1. Overall structure of the proposed method

cause any privileged activities that might be generated by a program are cap-
tured by BSM. Usually audit trail from BSM consists of several measures. The
victim process of a certain attack generates system call events that are signifi-
cantly different from events generated at normal situation. Thus, we can detect
intrusions effectively by building the model of system call events from normal
situation and noting significant deviation from the model. In this paper, for mod-
eling system call event sequences, we use HMM that is widely used for speech
recognition because it is very useful for modeling sequence information. HMM
can be successfully applied to modeling system call event sequences [13].

Intrusion detection with HMM consists of two phases: normal behavior mod-
eling and anomaly detection. The first phase is normal behavior modeling, which
is determining HMM parameters to maximize the probability Pr(O | A) with
which input sequence is generated out of given normal behavior model. Because
no analytic solution is known for it, an iterative method called Baum-Welch
reestimation is used. Anomaly detection, the second phase, matches current be-
havior against the normal behavior model, and calculates the probability with
which it is generated out of the model. Forward-backward procedure is used for
this purpose [14]. The probability is used to decide whether normal or not with
a threshold.

3.2 Statistics with Resource Usage and System Call Events

Most of Unix-based operating systems serve Process Account (PACCT) as audit
data. It provides the resource usage of processes: CPU time, memory usage, I/0
usage, etc. Denial of service attack sharply raises the resource usage of victim
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process. This type of attack can be detected by noting processes that show
unusual resource usage compared with normal behavior using PACCT audit
data.

PACCT audit data is useful to detect DoS attacks. Unfortunately, we cannot
detect attack type that targets resource not recorded to PACCT. For example,
attack that consumes process table leaves no anomalies in PACCT. However,
it unusually generates large amount of system call events. In this case, we can
detect that by noting process that generates unusual number of system call
events.

In this paper, we use statistical technique to model normal resource usage
and the number of system call events. This statistical approach is a modified
method that has used in NIDES. For each audit record generated by user, we
generate a single test statistic value denoted by 7' that summarizes the degree of
abnormality in the user’s behavior in the near past. Large values of T' indicate
abnormal behavior, and values close to zero indicate normal behavior. In the
case of PACCT, the T statistic is a summary judgment of the abnormality of
measures in PACCT. We denote the individual abnormality of measures by S,
each of which measures the degree of abnormality of behavior with respect to
specific features such as CPU time, memory usage and 1/O usage. T statistic
has been set equal to the weighted sum of the S statistics as follows:

T =a181 +asss+ ... +a,s, (1)

where s,, is the S score of each measure and a,, is the weight to each measure.

Fach S statistics is derived from a corresponding statistic called Q. In fact,
each S statistic is a normalizing transformation of the @) statistic so that the de-
gree of abnormality for different types of features can be added on a comparable
basis. The value of Q) corresponding to the current audit record represents the
number of audit records that are arrived in the recent past. In order to trans-
form @ to S, we have built a normal historical profile of all previous values of )
and compare the current value of (Q with this normal profile to determine if the
current value is anomalous.

Small value of () indicates a recent past that is similar to historical behavior,
and large values of @) indicates a recent past that is not similar to historical
behavior. Given that k is an index of appropriate audit records, t; is the time
that elapses between the kth and the most recent audit records, r is the decay
rate and Dy, is the change that occurs between the (k+ 1)st and kth appropriate
audit records, @ is defined as follows [15]:

QY Djx2 (2)

k>1

3.3 Rule-Base with File Access Events

Generally, attacks tend to access files of which the security level is high. For
example, it executes file which has a SETUID privilege to acquire root privilege
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or attempts to read files owned by root to destroy the computer system or obtain
a critical data. Owing to this tendency of abnormal behavior, it is adequately
suspicious behavior for ordinary user to access files which have higher security
level.

The best-known security policy related with file access is the Bell-LaPadula
(BLP) model which has been formulated by Bell and LaPadula [16]. In an access
to some information, there are three primary elements: subject, object and access
attribute. The subject corresponds to user or program, the object corresponds
to files and the access attribute corresponds to the kind of access model: read,
write, execute, etc. In order to determine if a specific access mode is allowed,
the BLP model compares the clearance of a subject with the classification of the
object and determination is made as to whether the subject is authorized for
the specific access mode [17]. The BLP model includes several rules referenced
frequently. One of them is no read up rule, which allows access if the current level
of the subject dominates the level of the object. It prevents user from accessing
information for which they are not allowed to access.

In this paper, we audit file access and evaluate the risk of access event by
analyzing the content of that. The security levels of subject and object are
divided into 4 categories: root, administrator, ordinary user and guests. The
risk of access event is evaluated to one of 21 levels according to the difference
of security levels between subject and object. The access event of which the
difference between two levels is bigger has higher risk. If the level of object is
lower than that of subject the risk is not increased due to the security level
difference. If the access event contains file that allows more operations, it has
higher risk. For example, when the file mode is 755 the access event is riskier
than that of 744.

3.4 Combining Multiple Detectors

In this paper, we have proposed an intrusion detection technique that combines
multiple detectors in order to increase detectable attack types and reduce false-
positive error rate. We use decision tree to combine multiple detectors. Decision
tree is one of the most widely used methods for inductive inference. Constructing
decision tree is to build up tree data structure that predicts the class of a case
in terms of the attribute values of the case. Each node of tree specifies a test of
some attribute of the case and each branch corresponds to one of the possible
values for this attribute. The tree-construction algorithm infers trees by growing
them from the root downward and selecting the next best attribute for each new
branch added to the tree.

We have used Quinlan’s C4.5 which is a well-known decision tree generation
algorithm [18]. C4.5 uses an information-theoretical approach based on the en-
ergy entropy. It builds the decision tree using a divide-and-conquer approach:
select an attribute, divide the training set into subsets characterized by the
possible values of the attribute, and follow the same partitioning procedure re-
cursively with each subset until no subset contains objects from more than one
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class [19]. The single class subsets correspond them to the leaves. The entropy-
based criterion that has been used for the selection of the attribute is called the
gain ratio criterion.

Let T be the set of classes of cases associated at the node. At first, the
frequency of cases in 1" which belongs to some class C; is computed. If there is
a class C; whose frequency is 1 (i.e. all cases belongs to cases) or higher than
some value a leaf node is made with associated class C;. If there is no class
that has high frequency the information gain of each attribute is calculated. The
information gain is a measure of the effectiveness of an attribute in classifying
the data [20]. The attribute which has maximum information gain is selected.
If the selected attribute is continuous, the tree branches into binary nodes with
a certain threshold. If the selected attribute is discrete, the tree branches for
each possible value of that attribute. Let 7" one of the sets that are produced by
the test on the selected attribute and the same operation is applied recursively
on each non-empty T”. If T' is empty, the child node is a leaf. The overall process
of tree-construction algorithm is given as follows:

[Step 1] compute class frequency of T
[Step 2] if one or few cases
return a leaf
else create a decision node N
[Step 3] for each attribute A
compute the best attribute A
[Step 4] if A is continuous
find Threshold
[Step 5] for each T’ in the splitting T
if T is Empty
child of N is a leaf
else
child of N = form a tree

An audit data set that contains labeled attacks mixed with normal behavior
is collected for training decision tree. Each of the four detectors evaluates this
data set and the evaluation result constitutes the decision tree training data that
conforms to data format of the decision tree generator. Each record of training
data consists of four continuous real value (evaluation results) and labeled as
two classes: attack and normal. The decision tree generator constructs decision

C4 5 Training Data

Detector 1
- 56,21,41,2, normal
DT Training 152,120,.22, 6, attack c4s
DSa;a Detector 3 78.52.1 2.8, normal DT Generator »

Detector 4

Decision Tree

Fig. 2. Constructing the decision tree
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tree and generated tree is used to combine multiple detectors. Overall process
of constucuting decision tree is shown in Fig. 2.

The decision tree is constructed with decision tree training data set as shown
in Fig. 3. 8 rules are generated by decision tree generator since each leaf node
corresponds to one rule. The rules that are more operative (frequently used to
classify items) are given as follows:

(1) IF ((HMM/System Call <= -11.7) AND (Rule-base/File Access > 11))
THEN ATTACK
(2) IF ((HMM/System Call > -11.7) AND (Statistics/Resource Usage <= 6.7))
AND Statistics/System Call <= 10)
THEN NORMAL
(3) IF ((HMM/System Call > -11.7) AND (Statistics/Resource Usage <= 6.7)
AND (Statistics/System Call > 10) AND (Rule Base/File Access <= 4))
THEN ATTACK
(4) IF ((HMM/System Call > -11.7) AND (Statistics/Resource Usage > 6.7)
AND (Rule Base/File Access <= 1))
THEN ATTACK

Rule 1 classifies the process that produces suspicious system call sequences
and accesses risky files as attack. This rule detects most of buffer overflow at-
tacks because it generates abnormal system call event sequences and accesses
files that have SETUID previledge to obtain root privilege. Rule 2 discriminates
most of normal behaviors because it classifies the processes that generate nor-
mal system call sequences and show ordinary resource usage and system call
as normal behavior. Rule 3 and 4 detect denial of service type attacks. Rule 3
classifies as attack processes that show ordinary resource usage and system call
sequences but use large amount of system call such as process table consuming
attack. Rule 4 determines processes that shows unusual resource usage such as
disk and memeory consumption as attack. Both of rules that detect the denial
of services attacks include the ‘smaller than’ condition with the risk of file access
because this type of attack does not require to access the risky files.

4 Experiments

We have collected normal behaviors from six graduate students for 2 weeks using
Solaris 7 operating system. They have mainly used text editor, compiler and
programs of their own writing. Total 13 megabytes (160,448 records) of BSM
audit data and 840 kilobytes of PACCT audit data have been collected from
16,470 commands. We also collect audit data that contain labeled attacks for
testing in the same operating system. It contains 9 cases of u2r buffer overflow
intrusion and 4 cases of denial of services. Audit data for constructing decision
tree have also been collected. It contains 28 cases of labeled attack mixed with
normal behavior. The attacks used in our experiments are as shown in Table 2.

In this paper, the experiments have been conducted in three phases. At first,
we have built behavior profile of normal data and tested the performance of each
detector. Next, we construct decision tree with decision tree training algorithm to
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HMM/System Call

Statistics/PACCT Rule Base/File System

>1

Rule Base/File System
>4

<=4

Fig.3. The constructed decision tree

Table 2. The attacks used in our experiments

Attack Type Attack Name
kems configure buffer overflow vulnerability
Buffer Overflow Ipset -r buffer overflow vulnerability

xlock heap buffer overflow vulnerability
Consumption of Disk
Denial of Service Consumption of Process Table
Consumption of Memory

combine multiple detectors. The performance of combined method is evaluated
with test data set. The overview of the experiment is shown in Fig. 4.

4.1 Performance Metrics

The important metrics in evaluating the performance of IDS are detection rate
and false-positive error rate. We calculate the detection rate as the rate of de-
tected intrusions. Each attack counts as one detection if at least one process
which is used in attack process is evaluated as intrusion. The false-positive error
rate is calculated as the rate of mis-classified processes.

In the experiments, we visualize the performance of detection method through
ROC (Receiver Operating Characteristics) curve. An ROC curve depicts the
changes in attack detection rate and false-positive error rate as modifiable pa-
rameter is changed. In this paper, evaluation threshold is used as a modifiable
parameter. A desirable intrusion detection system must show a high detection
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Fig.4. Overview of the experiment

rate at low false-positive error rate. In ROC curve, top-left curve is more desir-
able.

We use discriminability to measure numerically the performance of a detec-
tion method and efficiency to compare integration methods with others. The
discriminability is a measure of the average intensity difference perceived by an
observer between samples including the signal and samples not including a signal.
It has higher value at high detection rate and low false-positive error rate [21].
Generally, it has been noted as d’ and defined as follows:

d =2(H)—2(F) (3)

where z is the inverse of the normal distribution function, H is detection rate
and F' is false-positive error rate.

4.2 Experimental Results

At first, we have conducted experiments without the integration of detection
methods in order to identify the characteristics of each method and find opti-
mal parameters of each method. The experimental result of individual detection
methods does not show good performance owing to the characteristics of mea-
sure and modeling methods. We have compared the detection methods with the
best parameters: The number of states is 3 and the length of input sequence is
8 in HMM and the weight ratio to resource usage is 2:1:2 (CPU time: memory
usage: I/O usage). The false-positive error rate has been sharply raised after
a certain degree of detection rate as shown in Fig. 5.

The experiment with the proposed method using the constructed decision
tree is conducted using the test data set with the parameters of each method that
show the best performance in the preliminary experiments. We have compared
false-positive error rate and discriminability of each method at 100% detection
rate as shown in Table 3. The result shows the combined detection method
dramatically reduces the false-positive error rate.
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Table 3. A comparison of each detection method

Method Detection rate F-P error rate d’
HMM/System Call Event 100% 99.177%  1.866
Statistics/Resource Usage 100% 80.658%  3.400

Statistics/System Call Event 100% 99.177%  1.866
Rule base/File Access Event 100% 88.477%  3.066
Combining with Decision Tree 100% 0.412% 5.733

5 Conclusions and Future Work

In this paper, we have presented effective modeling methods for three audit data
and proposed a novel intrusion detection technique that integrates the detection
methods. The proposed method uses multiple measure and modeling methods
and combines the results of individual detectors using decision tree to overcome
the drawbacks of the conventional anomaly detection techniques.

We evaluate the performance of each detection method and compare the
results with proposed method. The proposed method shows 0.412% false-positive
error rate at 100% detection rate whereas the other methods show more than
80% false-positive error rate at the same detection rate. It indicates that we can
overcome the drawbacks by integrating several methods.

Decision tree has the advantage that the user can intuitively and visually
understand rules which are generated by decision tree that combines multiple
detectors autonomously. In the future, it is needed to perform experiments with
larger data set such as the data set of DARPA Intrusion Detection System
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Evaluation program for more accurate evaluation of the proposed method. In
addition, it is also needed to consider the computaional cost for using multiple
models.

Acknowledgements

This research was supported by University IT Research Center Project.

References

1.

10.

11.

12.

H.S. Vaccaro and G. E. Liepins, “Detection of anomalous computer session activ-
ity,” In Proceedings of IEEE Symposium on Research in Security and Privacy, pp.
280-289, 1989. 208

S. Axelsson, “Intrusion detection systems: A survey and taxonomy,” Technical
Report 99-15, Department of Computer Engineering, Chalmers University, March
2000. 208

E. Biermann, E. Cloete and L. M. Venter, “A comparison of intrusion detection
systems,” Computers & Security, vol 20, no. 8, pp. 676-683, December 2001. 209

. C. Dowel and P. Ramstedt, “The computer watch data reduction tool,” In Proceed-

ings of the 13th National Computer Security Conference, pp. 99-108, Washington
DC, USA, October 1990. 209

T. Heberlein, G. Dias, K. Levitt, B. Mukherjee, J. Wood, and D. Wolber, “A net-
work security monitor,” In Proceedings of the 1990 IEEE Symposium on Research
in Security and Privacy, pp. 296-304, Los Alamitos, CA, USA, 1990. 209

S. Staniford-Chen, S. Cheung, R. Crawford, M. Dilger, J. Frank, J. Hoagland, K
Levitt, C. Wee, R. Yip, and D. Zerkle, “GrIDS-A graph based intrusion detec-
tion system for large networks,” In Proceedings of the 19th National Information
Systems Security Conference, vol. 1, pp. 361-370, October, 1996. 209

T.F. Lunt, A. Tamaru, F. Gilham, R. Jagannathan, C. Jalali, and P. G. Neuman,
“A real-time intrusion-detection expert system (IDES),” Technical Report Project
6784, CSL, SRI International, Computer Science Laboratory, SRI International,
February 1992. 209

D. Anderson, T.F. Lunt, H. Javits, A. Tamaru and A. Valdes, “Detecting unusual
program behavior using the statistical components of NIDES,” NIDES Technical
Report, SRI International, May 1995. 209

P.A. Porras and P.G. Neumann, “EMERALD: Event monitoring enabling re-
sponses to anomalous live disturbances,” In Proceedings of the 20th National In-
formation Systems Security Conference, pp. 353-365, Baltimore, Maryland, USA,
October 1997. 209

H. Debar, M. Becker and D. Siboni, “A neural network component for an intrusion
detection system,” In Proceedings of 1992 IEEE Computer Society Symposium on
Research in Security and Privacyl, pp. 240-250, Oakland, CA, May 1992. 209,
210

C. Warrender, S. Forrest and B. Pearlmutter, “Detecting intrusion using calls:
Alternative data models,” In Proceedings of IEEE Symposium on Security and
Privacy, pp. 133-145, May 1999. 209, 210

S.-B. Cho and H.-J. Park, “Efficient anomaly detection by modeling privilege flows
with hidden Markov model,” Computers & Security, vol. 22, no. 1, pp. 45-55, 2003.
209, 210



220

13.

14.

15.

16.

17.

18.
19.

20.
21.

Sang-Jun Han and Sung-Bae Cho

S.-B. Cho, “Incorporating soft computing techniques into a probabilistic intru-
sion detection system,” IEEE Transactions on Systems, Man and Cybernetics-Part
C:Applications and Reviews, vol. 32, no. 2, pp. 154-160, May 2002. 211

L. R. Rabiner and B. H. Juang, “An introduction to hidden Markov models,” IEEE
ASSP Magazine, pp. 4-16, January 1986. 211

H.S. Javitz and A. Valdes, “The SRI IDES statistical anomaly detector,” NIDES
Technical Report, SRI International, 1991. 212

Bell, D. E. and LaPadula, L. J., “Secure computer systems: Unified exposition and
multics interpretation,” Mitre Technical Report ESD-TR-75-306, Mitre Corpora-
tion, March 1976. 213

A.G. Amoroso, Fundamentals of Computer Security Technology, PTR Prentice
Hall, New Jersy, 1994. 213

J.R. Quinlan, C4.5: Programs for Machin Learning, Morgan Kaufmann, 1993. 213
S. Ruggieri, “Efficient C4.5,” IEEE Transactions on Knowledge and Data Engi-
neering, vol. 14, no. 2, March 2002. 214

T. Mitchell, Machine Learning, McGraw-Hill, 1997. 214

N.A. Macmillan and C.D. Creelman, Detection Theory: A User’s Guide, Cam-
bridge University Press, Cambridge, 1991. 217



Association Rule Discovery
with Unbalanced Class Distributions

Lifang Gu!, Jiuyong Li?, Hongxing He!, Graham Williams!,
Simon Hawkins', and Chris Kelman®

! CSIRO Mathematical and Information Sciences
GPO Box 664, Canberra, ACT 2601, Australia
{lifang.gu,hongxing.he,graham.williams,simon.hawkins}@csiro.au
2 Department of Mathematics and Computing
The University of Southern Queensland
jiuyongQ@usq.edu.au
3 Commonwealth Department of Health and Ageing
christopher.kelman@health.gov.au

Abstract. There are many methods for finding association rules in very
large data. However it is well known that most general association rule
discovery methods find too many rules, many of which are uninteresting
rules. Furthermore, the performances of many such algorithms deterio-
rate when the minimum support is low. They fail to find many interesting
rules even when support is low, particularly in the case of significantly
unbalanced classes. In this paper we present an algorithm which finds
association rules based on a set of new interestingness criteria. The algo-
rithm is applied to a real-world health data set and successfully identifies
groups of patients with high risk of adverse reaction to certain drugs.
A statistically guided method of selecting appropriate features has also
been developed. Initial results have shown that the proposed algorithm
can find interesting patterns from data sets with unbalanced class dis-
tributions without performance loss.

Keywords: knowledge discovery and data mining, association rules,
record linkage, administrative data, adverse drug reaction

1 Introduction

The aim of association rule mining is to detect interesting associations between
items in a database. It was initially proposed in the context of market basket
analysis in transaction databases, and has been extended to solve many other
problems such as the classification problem. Association rules for the purpose of
classification are often referred to as predictive association rules. Usually, pre-
dictive association rules are based on relational databases and the consequences
of rules are a pre-specified column, called the class attribute.

One of the problems with conventional algorithms for mining predictive asso-
ciation rules is that the number of association rules found is too large to handle,
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even after smart pruning. A new algorithm, which mines only the optimal class
association rule set, has been developed by one of the authors [9] to solve this
problem.

A second problem with general predictive association rule algorithms is that
many interesting association rules are missed even if the minimum support is
set very low. This is particularly a problem when a dataset has very unbalanced
class distributions, as is typically the case in many real world datasets.

This paper addresses the problem of finding interesting predictive associa-
tion rules in datasets with unbalanced class distributions. We propose two new
interestingness measures for the optimal association rule algorithm developed
earlier and use them to find all interesting association rules in a health dataset
containing classes which are very small compared to the population.

In collaboration with the Commonwealth Department of Health and Ageing
and Queensland Health, CSIRO Data Mining has created a unique cleaned and
linked administrative health dataset bringing together State hospital morbidity
data and Commonwealth Medicare Benefits Scheme (MBS) and Pharmaceutical
Benefits Scheme (PBS) data. The Queensland Linked Data Set (QLDS) links
de-identified, administrative, unit-level data, allowing de-identified patients to
be tracked through episodes of care as evidenced by their MBS, PBS and Hospi-
tal records [16]. The availability of population-based administrative health data
set, such as QLDS, offers a unique opportunity to detect common and rare ad-
verse reactions early. This also presents challenges in developing new methods,
which detect adverse drug reactions directly from such administrative data since
conventional methods for detecting adverse drug reactions work only on data
from spontaneous reporting systems, or carefully designed case-control stud-
ies [2, 5, 11].

This paper presents an association algorithm which uses QLDS to identify
groups with high risk of adverse drug reaction. Section 2 describes an algorithm
for mining interesting class association rule sets. Section 3 presents a method
of feature selection based on statistical analysis. In Section 4 we give a brief
description of QLDS and the features selected. Results from mining the optimal
class association rule set are then