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Abstract. Emerging patterns are sets of items whose frequency changes
significantly from one dataset to another. They are useful as a means of
discovering distinctions inherently present amongst a collection datasets
and have been shown to be a powerful method for constructing accu-
rate classifiers. In this paper, we present different varieties of emerging
patterns, discuss efficient techniques for their discovery and explain how
they can be used in classification.

1 Introduction

Discovery of powerful distinguishing features between datasets is an important
objective in data mining. An important class of patterns that can represent
strong contrasts is known as emerging patterns. An emerging pattern is a set
of items whose frequency changes significantly from one dataset to another.
Emerging patterns have been successfully used in constructing highly accurate
classifiers [19, 10, 20]. In particular, for predicting the likelihood of diseases such
as leukaemia [21] and discovering patterns in gene expression data [22].

As an example, consider the following database defined on six attributes:
(with all possible attribute values given in parentheses) Attr1 (a, b, c), Attr2
(d, e, f), Attr3 (g, h, i), Attr4 (j, k, l), Attr5 (m,n, o) and Attr6 (p, q, r).

The minimal emerging patterns in this dataset are sets of items which appear
in one class and not in the other (by minimal, we mean that no proper subset
of the items in the pattern should also be an emerging pattern). Inspecting the
table, we see that patterns appearing in Class 1 include {a, i}, {o, p}, and {b, g}.
Patterns appearing in Class 2 include {f} and {k}. These patterns represent
very strong changes (zero frequency in one dataset and non-zero frequency in

Table 1. Sample Database

Class 1 Instances Class 2 Instances

{a, d, i, l, o, p} {c, d, i, l, o, r}
{b, d, g, l, o, r} {a, f, g, k, o, q}
{c, d, h, l, o, r} {b, d, h, j, m, p}
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the other) and they are given a special name to indicate this property - jumping
emerging patterns. Other useful, but less restrictive emerging patterns can also
be defined. e.g. Constrained emerging patterns are minimal sets of items which
occur ≥ α times in one class and ≤ β times in the other. The set of items {d, o}
is such a pattern appearing in Class 1, for α = 3 and β = 1.

In this paper, we discuss the principal types of emerging patterns, and focus
on two principal issues

– Methods for Efficient Pattern Discovery: This is a challenge, especially for
high volume, high dimensionality datasets, since in the worst case, the num-
ber of patterns present in the data can be exponential.

– Classification Methods: Constructing emerging pattern classifiers requires
a number of different decisions to be made. What type of patterns should
be mined, which patterns should be used in classification and the how are
patterns weighted in the scoring function.

An outline of the rest of the paper is as follows. In section 2, we give some
necessary background and terminology. Section 3 focuses on jumping emerging
patterns and discusses their relationship to hypergraph transversals. Section 4
looks at more general kinds of emerging patterns. Section 5 examines algorithms
for efficient pattern mining and section 6 discusses how to use emerging patterns
in classification. In Section 7, we discuss related work and in section 8 provide
a summary and outline directions for future research.

2 Terminology

To help formally define emerging patterns, some preliminary definitions are re-
quired. Assume a dataset D, defined upon some set of attributes {A1, A2, ..., An},
with each attribute Ai in turn defined by some number of values, its domain
domain(Ai). By aggregating all such domain values across all attributes, we ob-
tain all the items I = {domain(A1) ∪ domain(A2) ∪ ... ∪ domain(An)}, in our
system. The dataset consists of a number of transactions, where each transac-
tion, T , is some collection of the items in the system e.g. T = {v1, v2, ..., vn},
vi ε domain(Ai). An itemset is some subset of a transaction. The support of
an itemset S in D is the number of transactions S occurs in - i.e. (countD(S)).
The relative support of S in D is the support of S divided by the number of
transactions in D. (countD(S)/|D|)). Assume two data sets Dp (the positive
dataset) and Dn (the negative dataset). The growth rate of an itemset i in
favour of Dp is defined as ρ = supportDp(i)

supportDn(i) . An itemset M satisfying a constraint
C = (support(M) ≥ α) is maximal if no proper superset of M satisfies C. An
itemset N satisfying a constraint C′ = (support(N) ≤ β) is minimal if no proper
subset of N satisfies C′. An emerging pattern e is minimal if the itemset e is
minimal.

An Emerging Pattern is an itemset whose support in one set of data differs
from its support in another. Thus a ρ Emerging Pattern, favouring a class of
data Dp, is one in which the growth rate of an itemset (in favour of Dp) is ≥ ρ.



Discovery of Emerging Patterns and Their Use in Classification 3

This growth rate may be finite or infinite. In the case that the growth rate ρ is
infinite, we call the pattern a jumping emerging pattern (JEP) (i.e. it is present
in one and absent in the another). It is this kind of pattern we first focus on.

3 Jumping Emerging Patterns and Hypergraphs

Jumping emerging patterns (JEPs) are particularly interesting due to their abil-
ity to represent strong contrasts. Finding all JEPs in Dp, with respect to Dn,
requires discovery of all minimal itemsets which occur in at least one transac-
tion of Dp and not in any transaction of Dn. It turns out that JEPs are closely
connected to a problem in the theory of hypergraphs, a topic which itself has
many applications in discrete mathematics and computer science.

One of the central questions in hypergraph theory is the problem of how to
compute the minimal transversals of a given hypergraph. Example application
areas related to this question range from minimal diagnosis and propositional
circumscription [27], to learning boolean formulae [18], boolean switching the-
ory [11] and discovering functional dependencies in databases [24].

The hypergraph minimal transversal problem is particularly significant from
a data mining perspective. Indeed, the algorithmic complexity of mining maximal
frequent itemsets and minimal infrequent itemsets is closely linked to the com-
plexity of computing minimal hypergraph transversals [6, 18]. Although there
has been considerable research in the data mining community with regard to
efficient mining of maximal frequent itemsets (e.g. [4, 7, 17]), the companion
problem of data mining of minimal infrequent sets is less well studied.

Infrequent itemsets are itemsets whose support is less than α in the dataset
being mined (where α is some threshold ≥ 1). Minimal infrequent itemsets are
infrequent itemsets such that no proper subset is infrequent. They are closely
connected to JEPs. Consider the following example in table 2:

Suppose we are interested in finding jumping emerging patterns between
Class A and Class B. Then transactions in Class A contain the following JEPs:

Transaction 1 {b}
Transaction 2 {ce, cg, cj}
Transaction 3 {cj, fj, hj}
Transaction 4 {af, ah, fj, hj}

Table 2. Sample Dataset

Trans id A Class A Trans id B Class B

1 b,d,g,j 1 a,d,g,j

2 c,e,g,j 2 a,d,g,i

3 c,f,h,j 3 c,f,h,i

4 a,f,h,j 4 a,e,g,j
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The relationship to hypergraphs is natural. A hypergraph is defined by a set
of vertices V = {v1, v2, ..., vn} and a set of edges E, where each edge is some
subset of V . A transversal of a hypergraph is any set of vertices that contains
at least one element of every edge. A minimal transversal is a transversal such
that no proper subset is also a transversal

Each transaction t in Class A can be thought of as inducing a hypergraph
with respect to all the transactions in Class B. The vertex set corresponds to
the elements of t. Hypergraph edges are individually defined by subtracting
a transaction in the negative dataset from the vertex set. So, for transaction
3 = {c, f, h, j} in class A, we have a hypergraph with vertex set {c, f, h, j} and
edges:

Hyperedge 1 {c, f, h}
Hyperedge 2 {c, f, h, j}
Hyperedge 3 {j}
Hypedge 4 {c, f, h}

The three minimal transversals of this hypergraph are {cj, fj, hj}, which
correspond precisely to the JEPs listed above for transaction 3 in class A. They
also correspond to minimal infrequent itemsets within class B, using threshold
of α = 1. Mining of JEPs in class A can thus be achieved by computing the
minimal transversals for each possible choice of t in A.

There are several algorithms which can be used for computing minimal
transversals. With respect to the data mining context, most of these techniques
do not perform efficiently in practice. In particular, there is a performance gap on
high dimensional datasets, that have a huge number of relatively short patterns.
In section 5, we discuss some techniques to address this issue.

4 The Emerging Pattern Landscape

An emerging pattern (EP) has been defined as an itemset that has some specified
growth rate ρ.

If we further specify thresholds α and β, we can also define another type of
pattern, called a constrained emerging pattern (CEP). This is a minimal item-
set i satisfying the following two conditions: i) supportDp(i) ≥ α instances, ii)
supportDn(i) ≤ β instances. Clearly, by setting β = 0, CEPs reduce to JEPs.
By having a no-zero value of β, however, greater robustness to noise can be
achieved, with (hopefully) little sacrifice in discriminating power

An advantage of JEPs was that they represent very sharp contrasts be-
tween Dp and Dn. Their disadvantage is that low quality datasets may contain
an abundance of low support JEPs and few high support JEPs. This is because
the requirement that a JEP never occur within Dn is often too strict. Strong
inherent features of Dp sometimes do appear within Dn, due to the presence of
noise or recording errors. Such features do not qualify as JEPs and hence would
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Fig. 1. Space of Emerging Patterns

not be found in JEP discovery, a potentially serious problem when using JEPs
as the basis of a classifier.

Unlike JEPs, EPs may occur within Dn, provided the growth rate threshold
ρ is satisfied. Hence, they are potentially more stable and resistant to noise. The
disadvantage, though, is that the contrasts may no longer be as ‘sharp’. e.g.
An EP with ρ = 5 could have supportDp = 100 and supportDn = 20, values
which arguably do not discriminate as sharply between Dp and Dn, as a JEP of
supportDp = 50. Indeed, in practice, our experience is that JEP-based classifiers
are superior to EP based classifiers for exactly this reason.

Figure 1 illustrates the support plane for EPs, JEPs and CEPs. JEPs occupy
the x-axis from O to D. EPs occupy the trapezoid ABDE, while CEPs occupy the
shaded rectangle ABDC. CEPs can thus be viewed as occupying an intermediate
space between the entire set of EPs and those JEPs that lie on the BD axis

Other varieties of emerging patterns can also be defined, by incorporation of
further constraints. One example is “interesting emerging patterns” [14]. These
are similar to constrained emerging patterns, but additionally need to satisfy an
interestingness constraint, specified using a chi-square statistical measure.

5 Efficient Pattern Mining

We now briefly describe techniques for mining i) JEPs, ii) CEPs and iii) General
EPs. In general this is a very challenging problem, since if the dimensionality of
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the datasets is n, then the search space is 2n. For large n, it is prohibitive to
examine this exhaustively and more sophisticated methods are required.

As discussed in section 3, mining JEPs with respect to a single transaction
from Dp, corresponds to the problem of enumerating the minimal transversals
of a hypergraph. We have developed a partitioning algorithm [3], which per-
forms this task faster than any other algorithms we are aware of. The idea is
to recursively partition the input hypergraph into a set of smaller, manageable
hypergraphs, which can then have their minimal transverals enumerated by an
optimisation of the well-known method of Berge [5].

Of course JEPs must be mined from every transaction in Dp, not just a single
one. One method is to just iterate through every transaction in Dp and solve the
corresponding hypergraph problem to obtain the complete result. It is possible
to improve on this, however, by use of a tree structure to store the transactions
in Dp and Dn [1]. This allows transactions in both Dp and Dn to overlap, thus
reducing the number of separate hypergraph problems which need to be solved.

CEP mining can be accomplished by an extension of JEP mining. Step i) is
to represent both the positive and the negative datasets being mined in terms
of their border descriptions. Step ii) is to mine the CEPs by operating on the
relevant borders.

Step 1 constructs two borders. One representing the positive dataset, such
that only those (maximal) itemsets with support ≥ α are present and the other
border representing the negative dataset with maximal itemsets having support
≥ β. Finding these borders can be achieved by utilising a maximal frequent
itemset generator (e.g. any of [4, 7, 17]). Once the borders are computed, the
method for mining JEPs can then be applied to gain the desired patterns in
step ii). i.e. Finding all minimal itemsets which occur in the positive border and
are absent from the negative border. Observe that each pattern output from this
process satisfies the original user specified support constraints.

Efficient mining of general EPs (defined using just a nonzero growth rate ρ)
appears difficult. Work in [28] employed a set-enumeration tree [28] and optimi-
sations similar to the MaxMiner algorithm [4]. Another possibility is to mine sets
of CEPs for different values of α and β and then conduct a post-pruning step
to check whether the growth rate ρ is satisfied. This is an incomplete method,
since some EPs may not be discovered. Another incomplete EP mining method
is presented in [12], where a set enumeration tree is built and patterns are only
mined to a certain depth in the tree.

5.1 Incremental Maintenance of JEPs

Efficient algorithms for mining JEPs should aim to avoid having to completely
re-do computation, if small changes are made to either the positive dataset Dp

or the negative dataset Dn. Assuming that the changes to Dp and Dn are
small compared to the volume of the old data, it is likely that many of the
JEPs will remain valid. Incremental maintenance techniques aim to avoid ex-
pensive re-computation by efficiently making use of the previous set of EPs.
Work in [20] gives efficient incremental maintenance rules for i) Inserting new
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instances into Dp, ii) Inserting new instances into Dn, iii) Deleting instances
from Dp and iv) Deleting instances from Dn. Cases where an item is deleted or
new item is inserted are also examined.

6 Classification with Emerging Patterns

We now discuss how a set of emerging patterns may be used in classification. We
do not present any experimental results, but work in [2, 12, 14, 13, 19, 22, 10, 20]
attests to the high accuracy of classifiers which can be built.

First assume that all continuous attributes from the datasets have been dis-
cretised. Our method of choice is the entropy technique from [15].

6.1 Support Aggregation

Suppose we have two dataset classes D1 and D2 and assume that the (minimal)
EPs have been mined for each of them. Let the set of EPs for D1 be E1 and the
set of EPs for D2 be E2. Now given a test instance t, for which we need to assign
a class label, we generate a new set E′

1, which contains all patterns from E1

that are a subset of t. Similarly generate the set E′
2. A score is now calculated

for each of the classes. The score for D1 is the sum of the individual relative
supports for each EP in E′

1. Similarly for D2. The test instance is assigned
a label corresponding to the class with the higher score.

If there are more than two classes, then the procedure is similar. If the classes
are D1, D2, . . .Dn, then the EPs for class D1 are found by comparing D1 against
the (negative) dataset D2 ∪ D3 ∪ . . .Dn. The EPs for class D3 are found by
comparing D3 with respect to the (negative) dataset D1∪D2 ∪D4∪D5 . . .∪Dn

etc.
Observe that in the simple aggregation method, the impact of each individual

EP is equal to its relative support. Classifiers that use simple aggregation were
discussed in [19, 10].

6.2 Bayesian Scoring

Although easy to implement, using simple aggregation to compute a class score
is not based on any solid statistical foundation.

A way of attacking this problem is to use a scoring function based on Bayes
theorem, which says that the chosen class should be the one which maximises

P (Ci|T ) = P (T,Ci)/P (T ) = P (Ci)P (T |Ci)/P (T )

where Ci is the class label, T = {a1a2 . . . an} is the test case, P (Y |X) denotes
the conditional probability of Y given X and probabilities are estimated from the
training sample. Since classification focuses on prediction of a single class, the
denominator P (T ) can be ignored, since it will not affect the relative ordering of
classes. Since it is very difficult in practice to calculate the probability P (T,Ci),
one must use approximations.
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The approximation used here incorporates the use of a set of emerging pat-
terns to derive a product approximation of P (T,Ci), using the chain rule of
probability P (X1, X2, . . . , Xn) = P (X1)P (X2|X1) . . . P (Xn|X1, . . . , Xn−1). The
product approximation of the probability of an n-item itemset t for a class Ci,
contains a sequence of at most n subsets of T , such that each itemset contains at
least one item not covered in the previous itemsets. e.g. Consider a test instance
T = {a1a2a3a4a5} and a set of emerging patterns contained in the test instance
B = {{a1, a2, a3}, {a2, a5}, {a3, a4}, {a1, a4, a5}}. The approximation using this
set B of EPs is P (Ci)P (a1a2a3|Ci)P (a5|a2Ci)P (a4|a3Ci). The product approx-
imation is created by adding one EP at a time until no more EPs can be added
(either all the items of the remaining EPs are already covered or no more EPs
are available). The probabilities P (a1a2a3|Ci), P (a5|a2Ci) and P (a4|a3Ci) are
then computed from the dataset.

Of course the order in which EPs are added will affect the resulting approx-
imation. Adding in order of support is advantageous, since greater support is
likely to mean greater reliability of the resulting factor in the approximation.

A Bayesian approach to emerging patterns is described in [13], which in turn
is based on the large Bayes classifier from [25].

6.3 Pairwise Classification

Although JEPs and CEPs have good classification performance on two class
problems, their performance for multi-class problems is less impressive [2]. The
crucial observation here is that EP-based classifiers seem inherently designed
for dealing with two-classes, because multi-class problems get collapsed into two
class ones, as earlier described.

To overcome this, it is possible to employ a pairwise technique. Suppose
there are n different classes. The pairwise mechanism sees an n(n−1)/2 number
of mining operations (one for each pair), replacing the n number that would
normally be performed. For each pair, a winner is determined using a scoring
function (e.g. simple aggregation). Following this process, each class has a tally
of wins in its favour. The class with the highest number of wins is assigned to
the test case. Discretisation is performed for each pair of classes, rather than
once at the beginning.

Employing this pairwise strategy greatly improves classification accuracy in
such multi-class scenarios. This appears to be because success of each class Dp

in generating patterns is related to the negative dataset (Dn). If these sets are
similar, a small number of patterns will result. If the negative set size far exceeds
the positive set size, few patterns will be generated. Having more balanced pairs
of Dp and Dn means that a greater number of EPs can be generated.

6.4 Lazy Classification

The classifiers so far discussed have been eager. i.e. They do a once only compu-
tation of all the EPs and then use them if they are contained within the given
test instance t. In contrast, it is also possible to compute EPs in a lazy fashion,
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based on knowledge of the test. This results in better classifier accuracy, since
discretisation can now be targeted towards the test instance [20].

Assume the sets Dp = {M1, . . . ,Mm} and Dn = {N1, N2, . . . , Nn} and as-
sume continuous valued attributes have not been discretised. Consider a fixed
test instance t. The following steps are used

– Take the intersection of each training instance with t, namely t∩M1, . . . , t∩
Mm and t ∩N1, . . . , t ∩Nn. This operation is equivalent to removal of irrel-
evant training values.

– Select the maximal itemsets from {t ∩M1, . . . , t ∩Mm} and similarly from
{t ∩ N1, . . . , t ∩ Nm}. Denote the former collection of maximal itemsets as
maxRm and the latter as maxRn .

– Find all JEPs in maxRm and sum their relative supports to get a score for
Class 1. Similarly find all JEPs in maxRn and sum their relative supports
to get a score for Class 2.

Intersection is performed as follows. Assume attrA is a continuous valued
attribute having domain [0, 1] (if not, it can be scaled into this range). Given
a training instance s, t ∩ s will contain the attra value of t, if the attrA value
of s is in the neighbourhood [x1 − α, x1 + α], where x1 is the attribute value
for t. The parameter α is called the neighbourhood factor, which can be used
to adjust the length of the neighbourhood. Experiments have shown 0.12 to be
a suitable value in practice.

7 Related Work

The concept of emerging patterns was first introduced in [8]. Jumping emerging
patterns appeared first appeared in [19, 9] and constrained emerging patterns
in [2].

Classification has a long history and their exist a multitude of machine learn-
ing algorithms for it. In this paper, we have only focused on emerging pattern
methods for classification.

The CBA classifier [23] uses association rules for classification that can be
interpreted as being a kind an emerging pattern. Rules must satisfy a minimum
threshold (typically 1% relative support) and a minimum confidence (typically
50%). Translated into our framework, this would mean mining all emerging pat-
terns having minimum relative support in Dp of 1% and maximum relative
support of β in Dn, where β ≤ α. This constraint on the β value is much more
permissive than what is used in the CEP classifier in [2], which uses the low
value of β = 1.

Pairwise classification was discussed in [16], where it was applied to a number
of classifiers and was seen to result in increased accuracies on some datasets.
It was also observed that the gains achieved were roughly proportional to the
number of classes. This is in line with our reported results in [2].

Emerging patterns are similar to version spaces [26]. Given a training set of
positive instances and a set of negative instances, a version space is the set of
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all generalisations that each match (or are contained in) every positive instance
and no negative instance in the set. Therefore the consistency restrictions with
the training data are quite different for JEP spaces.

8 Summary and Future Work

In this paper, we have examined a number of kinds of emerging patterns and
described techniques for using them in classification and methods for efficiently
mining them. Future research directions include i) Methods for discovery of the
top k EPs, ranked by support. ii) Further developing an understanding of the
foundations of EPs and their relationship to other structures in logic and machine
learning.
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Abstract. RoboCup is an international robot soccer competition that
has been running since 1997. A frequent criticism of any such competition
is that all of a team’s development is narrowly focussed on a very spe-
cific task and consequently, little contribution is made to science. In this
paper, we describe our involvement in the RoboCup four-legged robot
league and show how the competition has, indeed, resulted in contribu-
tions beyond robot soccer. We describe innovations in vision, localisation
and locomotion. In particular, we discuss the stimulus that RoboCup has
given to system integration and cooperative behaviour between multiple
agents.

1 Introduction

The RoboCup competition was created to provide an incentive for researchers to
work, not only on specific problems in robotics, but to build integrated systems
to solve a very complex but well-defined problem. However, a frequent criticism
of any such competition is that all of a team’s efforts are narrowly focussed
on shortcuts for winning games and consequently, little contribution is made
to science. In this paper, we suggest that the answer to the question: “is robot
soccer science or fun and games”, is “it’s both”.

The benefits of the competition are evident in the progress from one year to
the next. The competitive nature of the research has forced participants to eval-
uate very critically their methods in a realistic task as opposed to experiments in
a controlled laboratory. It has also forced researchers to face practical hardware
and real time constraints. In particular, there are very few domains in which
such strong emphasis is placed on multi-agent cooperation. Despite the serious
nature of the scientific endeavour, the “fun” aspect of RoboCup is important as
a way of encouraging bright students into robotics and AI.

In this paper, we will describe the involvement of the rUNSWift team in the
RoboCup four-legged robot league and the innovations that have resulted in vi-
sion, localisation, locomotion and cooperative multi-agent behaviour. Hopefully,
this will answer the question of whether there is science in RoboCup. The work
described has been the accumulated effort of UNSW teams from 1999 to 2003
� The work described here is the collective effort of successive UNSW RoboCup teams

since 1999. All the team members are listed in the acknowledgements.

T.D. Gedeon and L.C.C. Fung (Eds.): AI 2003, LNAI 2903, pp. 12–23, 2003.
c© Springer-Verlag Berlin Heidelberg 2003
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and, in 2003, jointly with NICTA. The participation of all team members is
gratefully acknowledged. They have been finalists in all five years of the official
RoboCup competition1 and three times world champions, including 2003.

AI has often suffered from either attempting to tackle problems that were
overly ambitious or else using toy problems that have been simplified to the ex-
tent that the real problems have been removed. Although robot soccer is a highly
constrained domain, it is, nevertheless, sufficiently complex that it preserves
most of the central problems of robotics. It seems to have struck a good balance
between complexity and attainability. Furthermore, the rules of the competi-
tion adapt, each year, introducing more challenges as teams come to terms with
previously unsolved problems.

For a mobile robot to operate effectively it must be capable of at least the
following:

– perceive its environment through its sensors;
– use its sensory inputs to identify objects in the environment;
– use its sensors to locate the robot relative to other objects in the environ-

ment;
– plan a set of actions in order to achieve some goal;
– execute the actions, monitoring the progress of the robot with respect to its

goal;
– cooperate with other agents that have a the same goal and thwart the efforts

of opponent agents.

Robot soccer requires a solution to all of these problems. Most importantly,
they must be integrated into a complete system that must operate in real-time
in a highly dynamic environment. So the solutions must be practical and robust.
In the following sections, we first describe the robot soccer competition and then
discuss how we have approached each of the above problems.

2 The Four-legged Robot League

The four-legged robot league is one of several leagues that currently form the
RoboCup competition. In some leagues, the teams are required to design and
build the robot hardware themselves. In the case of the four-legged robot league,
all teams use the same robotic platform, manufactured by Sony. Since all teams
use the same hardware, the competition is based on a combination of a team’s
creativity in programming and also its discipline in making it work reliably.

The robot used in the four-legged league Sony’s AIBO. Although designed
for the entertainment market, this robot is quite sophisticated. The model ERS-
210A robot, used in 2003, has an on board MIPS R5200 384MHz processor,
176x144 colour CMOS camera, accelerometers, contact sensors, speaker and
stereo microphones. Each of the four legs has three degrees of freedom, as does
1 A demonstration competition run in 1998, won by CMU. The principal team mem-

ber, Will Uther, is now with NICTA.
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Fig. 1. The RoboCup playing field

the head. Programs are written off-board in C++ and loaded onto a memory
stick that is inserted into the robot. All of Sony’s ERS robots run a proprietary
operating system called Aperios, which provides an interface for the user-level
programs to the sensors and actuators.

Four robots make a team, with one usually being designated the goalie. The
field for in the four-legged robot league is shown in Figure 1. It has an angled
white border designed to keep the ball within the field. The game ball is coloured
orange and the two goals are coloured yellow and blue. The field also contains six
coloured landmark poles to aid the robots in localising themselves in the field.
In front of each goal there is the penalty region that only the goalie is allowed
to defend.

Games are 10 minutes per half. The robots from each team wear “uniforms”
that are red of blue stickers. The blue team defends the blue goal and the red
team defends the yellow goal. Teams sides at half-time and also swap colours.
Because colour recognition can be quite difficult, as we well see in the next
section, a team may play better as one colour or the other, so to even out this
effect, team colours are swapped.
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3 Vision

3.1 Colour Classification

A colour camera is the robot’s primary sensor. The ERS-210A, has a 176x144
resolution camera mounted in the “snout” of the robot. This delivers 25 frames
per second. The information in each pixel is in YUV format, where Y is the
brightness and U and V are the colour components. Since all the objects on the
field are colour coded, the aim of the first stage of the vision system is to classify
each pixel into the eight colours on the field: orange for the ball, blue and yellow
for the goals and beacons, pink and green for the beacons, light green for the
field carpet, dark red and blue for the robot uniforms.

Despite the large amount of activity in digital camera technology, the recog-
nition of colours remains a difficult problem and is an area in which RoboCup
has made a significant contribution. The main difficulty in colour recognition is
that the characteristics of the light source have a major influence on how a cam-
era detects colour. Therefore, we need a vision system that can be easily adapted
to new surroundings. One way of doing this is by training the vision system to
recognise colours, given samples of images from a particular environment.

The first step is to take sample images of different objects at different loca-
tions on the field. Then for each image, every pixel is classified by “colouring in”
the image by hand, with the help of a custom painting tool. All these pixels form
the set of training data for a learning algorithm. Each pixel can be visualised as
a point in a 3 dimensional space, as shown in Figure 2(a).

Figure 2(b) shows the regions grown by Quinlan’s C4.5 decision tree learning
program [3]. C4.5’s input is a file of examples where each example consists of
a set of attribute values followed by a class value. In this case, the attributes
are the Y, U and V values of a pixel and the class value is the colour manually

(a) Colour data (b) C4.5 regions

Fig. 2. Using C4.5 to learn to recognise colours
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assigned to that pixel. C4.5 turns the training data into a set of classification
rules that should be able to determine the colour of a new, unclassified pixel.

Although colour classification with C4.5 generated decision trees has proved
to be quite reliable, the disadvantage of this approach is that it requires quite
a lot of manual labour to collect and label the sample images. This means that
it takes time to recalibrate if conditions change, for example, of crowds around
the field cast shadows, etc. Therefore, it is desirable to further automate colour
calibration. Recently, Cameron and Barnes [1] have developed a method for using
the constraints of the field to suggest the colour of region, without requiring
human assistance. Unsupervised learning, using clustering techniques may also
help to automate colour recognition.

3.2 Object Recognition

Once colour classification is completed, the object recognition module takes over
to identify the objects in the image. The possible objects are: the goals, the
beacons, the ball and the blue and red robots. A blob formation algorithm links
neighbouring pixels of the same colour in the image to form blobs. Based on the
blobs, we identify the objects, along with their distance, heading and elevation
relative to the camera and the bas of the neck of the robot.

Objects are identified in the order: beacons first, then goals, the ball and
finally the robots. Since the colour uniquely determines the identity of an ob-
ject, once we have found the bounding box around each colour blob, we have
enough information to identify the object and compute its parameters. Because
we know the actual size of the object and the bounding box determines the ap-
parent size, we can calculate the distance from the snout of the robot (where
the camera is mounted) to the object. We also calculate heading and elevation
relative to the nose of the robot and the bounding box’s centroid. However to
create a world model, needed for strategy and planning, measurements must
be relative to a fixed point. The neck of the robot is chosen for this purpose.
Distance, elevations and headings relative to the camera are converted into neck
relative information by a 3D transformation using the tilt, pan, and roll of the
head.

While giving objects unique colours makes object recognition much easier
than in a completely unconstrained vision problem, there are still many subtle
difficulties to be overcome. For example, every beacon is a combination of a pink
blob directly above or below a green, blue or yellow blob. One side of the field
has the pink on the top of the colour in the beacons, while the other has it below.
The beacons are detected by examining each pink blob and combining it with
the closest blob of blue, yellow or green. This simple strategy works most of the
time but fails occasionally. When the robot can just see the lower pink part of
a beacon and the blue goal, it may combine these two blobs and call it a beacon.
A simple check to overcome this problem is to ensure that the bounding boxes
of the two blobs are of similar size and the two centroids are not too far apart.

Over the years of that we have been competing, the vision system has ac-
cumulated a large library of such situation-specific heuristics. Knowledge-based
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image understanding seems to be a requirement for a reliable vision system.
However, like all knowledge acquisition tasks, we have the problem of building
a consistent and reliable set of heuristics. It is very easy to add new rules to the
knowledge base that interfere with previous rules. Discovering such interactions
is difficult because they might occur in only a few frames, remembering that the
camera images are processed at 25 frames per second. If a heuristic triggers in-
correctly at a crucial moment, for example, while attempting to grab the ball for
a kick, its effects could be serious. For this reason, most teams create debugging
tools for monitoring image processing. Since each robot has on onboard wireless
LAN card, it is possible to transmit debugging information to another computer.
We currently have a semi-automated system for capturing the firing of heuristics
and checking them against the desired result. An obvious improvement will be
to apply machine learning.

To achieve reasonable performance, most “real-world” applications of
robotics require a lot of task-specific engineering. Thus, any method that can help
in automating the acquisition of domain knowledge is of interest. The RoboCup
environment, once again, provides a challenging, but bounded, test bed for such
work.

3.3 Line Detection

RoboCup imposes a very strict discipline on the implementor. Being a fast mov-
ing game, it is important that the robots are able to process incoming sensor data
and make decisions as quickly as possible. It is usually preferable to compromise
on the amount of processing done so that the system can keep up with the frame
rate of the camera. For this reason, we try to find the simplest image processing
operations that yield enough information to be able to play effectively. Of course,
how much processing we can afford changes as hardware improves. However, the
real-time constraints force us to develop very efficient algorithms, which often
requires some radical rethinking of how something should be done.

A recent addition to the robot’s repertoire, thanks to a faster CPU, is the
detection of lines such as the field boundaries, centre and goal lines. In the early
stages of development, we attempted to use well-known techniques such as the
Hough Transform. However, this provided to be both time consuming and not
well-suited to the task for which it was intended, namely, helping to localise
the robot on the field. After much experimentation, another knowledge-based
method was used. Knowing the lines that ought to be visible on the soccer field,
the system collects edge-points and attempts to map them onto the lines that
should be in the robot’s field of view, assuming it has a rough idea of where it
is. There are usually several candidate lines. One is chosen according the which
mapping has the smallest error.

One might argue that such domain-specific methods are of little general use
and therefore, the scientific merit robot soccer is diminished. On the contrary, we
believe that to achieve adequate performance in practical tasks, domain specific
knowledge is essential. Our challenge is to understand this kind of knowledge
and develop ways of learning domain-specific methods.
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4 Localisation

A common problem in mobile robots of all kinds is localisation, that is, maintain-
ing an accurate estimate of its position. The most complex form of the problem
requires the robot to build a map of an unknown environment while simultane-
ously locating itself within the map. In robot soccer, this is simpler because we
have exact measurements of the field. Even given an accurate map, it is still not
straightforward to localise since all sensory data are inherently noisy. Another
important variant of the localisation problem occurs when there are several agent
that can share information. In principal, sharing information should improve lo-
calisation, but since no robot knows its exact location and all sensors are noisy,
how can the diverse streams of information be merged? This is the problem of
distributed data fusion.

Information from the robot’s vision system, as well as odometry from the
locomotion module, are combined to create a world model. Since the dimensions
of the field are known in advance, the world model is constructed by placing
the mobile objects on a map of the field. As objects are observed to move, their
positions in the map are updated. However, since observations can be inaccurate,
the update must be done cautiously. We use a method based on the Kalman
filter [2], which maintains as estimate of the error in the current position.

One of the innovations in 2003 was to combine information from objects
recognised by their colour with the new line detections algorithms described
earlier. There are situations in which localisation based on edges is more accurate
than by using landmarks. The ball often strays to the field boundaries or into
the corners. When a robot approaches either area, it very often loses sight of
the landmarks and soon loses localisation. It gets lost. In such cases, we use line
detection as a backup. Being somewhat more expensive to execute, line detection
is used sparingly. While our method of line detection was the most accurate to
appear in the 2003 competition, the German Team developed a method that
was faster and therefore could be used more frequently. Arguably, they made
the better trade-off between speed and accuracy.

Figure 3 shows a snapshot of the world model being maintained by one of
the blue robots during a game. The ellipses around the objects indicate the size
of the error in x and y while the shaded sector indicates the error on heading of
the robot. As long as the robot has sight of at least two coloured landmarks, its
position estimate will be quite accurate. Since distance is estimated by the size
that an object appears in an image, distance to landmark is usually less accurate
than the robot’s angle, relative to the landmark, hence the elliptical shape of
the error estimate.

During a game, each robot on the field receives information from every other
robot. This means that a robot must reconcile the world models of all three
other robots and its own. Each robot maintains an additional, wireless model
that is a representation of the world as given by a robot’s team mates. It is kept
separate from the robot’s own world model. We associate with each team mate
a variance which represents our confidence in the accuracy of the information
from that robot. The variance of an object in the wireless model is the sum of
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Fig. 3. The world model

the team mate’s variance, the object’s variance, as believed by the team mate,
and a small variance for the latency over the wireless network.

The general problem of distributed data fusion remains a major challenge for
multi-agent systems. Among the problems to be solved is in combining several
world models how do we know that if they refer to the same object. For example,
Figure 4, shows two world models on the left. One robot is aware of two red robots
and one blue robot. The other is aware of three red robots and one blue robot.
Our present solution is a heuristic. If all the supposed robots are placed in one
world model, where the variances of two robots overlap, they are combined into
one.

Once the information is merged, the best (lowest variance) four robots of
each colour are stored in the wireless model. The same process is also applied to
combine information for balls. In this case, only the best ball is selected. In the
wireless model, three extra robots are also stored. These describe the location
of the team mates according to their own belief.

The solutions to the distributed data fusion problem being developed for
robot soccer are relevant to other applications. Another competition in RoboCup
is concerned with rescue. Teams in the rescue league construct robots that are
intended to search through collapsed buildings and similar dangerous environ-
ments, searching for survivors and delivering aid. Because of the complexity of
the environment, this presents many problems that are avoided when moving
about a soccer field. However, any real rescue operation will involve multiple
robots, possibly of different construction. They will have to share information to
coordinate their efforts and they will have to decide on the identity of objects
just as described above. The techniques being tested in the soccer competition
for this problem, and others, will carry across to the more socially relevant tasks
such as rescue.
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Fig. 4. Updating Multiple Robot Locations

5 Locomotion

In RoboCup, speed is crucial. The team that is able to reach the ball first, usually
wins. Speed results from a combination of fast and reliable vision, localisation,
decision making and, obviously, locomotion.

Although Sony provides a library of walking routines with the Aibo, these
are not designed for playing soccer and lack the speed and manoeuvrability
needed to play effectively. UNSW’s 2000 team [4] wanted to be able to drive
the robots as if controlled by a three degree of freedom joystick. That is, the
robot should be able to travel in any direction, regardless of which way it was
facing. To achieve this, they devised a parameterised walk. The paw of each leg
described a rectangle as it moved. A particular kind of walk or turn could be
specified by giving the dimensions and orientations of the rectangles. The joint
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Fig. 5. The robot’s paw describes a quadrilateral. The robot’s walk can easily
be changed by adjusting the dimensions and orientation of the rectangle

angles are automatically computed by inverse kinematics. This innovation was
such a success that the team never had less than double digit scores in its games.

Each year, teams publish reports on their efforts, usually accompanied by
source code. In subsequent years, almost all of the teams adopted the “UNSW
walk”. As a result of this sharing of ideas, the standard of the league has steadily
risen, putting pressure on the leading teams to make further leaps forward.
To improve the speed of the robot, the team re-examined the parameterised
walk. Perhaps there were trajectories other than a rectangular path that would
allow the robot to walk faster or more smoothly? Min Sub Kim and Will Uther
employed an optimisation algorithm to try to discover a better walk. During
the 2003 competition, a robot could be seen pacing back forth across the field,
collecting data for the optimisation. At the end of the process the walk was 10%
faster than any other teams and also smoother, making the camera shake less.
The trajectories found by the optimisation are shown in Figure 5.

The process began with an initial rectangular trajectory. During the process
of learning to walk faster, the corner points were shifted to obtained a more
efficient walk. Previously, front and back legs had followed the same path, but
through learning, it was discovered that having different trajectories improved
the walk.

6 Game Play Behaviours

Developing game playing behaviours involves lengthy and painstaking work test-
ing and tuning different skills for approaching the ball, kicking, handling special
cases such as when the robot is against the field boundary, etc. These skills are
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described in detail in reports available online2. In this section we discuss the
importance of developing strategies that are robust.

No matter how good the robot’s skills are, it will inevitably fumble the ball.
Opponent robots (end even friendly robots) are constantly attacking the ball so
even if the ball handling skills do not fail, something unexpected will happen
because of the interaction with other robots. One of the most important lessons
that students entering the project learn is that they must program for when
things go wrong. An example of this kind of “fault tolerant programming” can
be seen in the cooperative behaviour of the rUNSWift forwards.

The three forwards are dynamically assigned the roles of: primary attacker,
supporter and wide supporter.

– The primary attacker is the robot closest to the ball that is heading towards
the opponent goal. Its job is to take the ball towards the goal and if it is not
being challenged by opponents, it may shoot for goal.

– The supporter is the next closest robot. It follows the ball, but backs away
from the primary attacker so as not to interfere with it.

– The wide supporter stays on the side of the field opposite to where the ball is.
When the ball is nearer its own half, the wide supporter adopts a defensive
role. It is prepared for the ball popping into the clear so that it can move
the ball up field. When the ball is close to the opponent goal, it will move
in, ready for a cross from its team mates.

As the ball moves around, these roles change dynamically. For example, if the
primary attacker loses the ball behind it, the supporter will move in and become
the primary attacker, while the other two robots reassign themselves depending
on their proximity to the ball.

The effect of these roles, as observed during the 2003 competition, was to
create a wave of attacks. The first robot, as primary attacker would move the
ball towards the opponent goal. If it lost the ball, a second robot would take
over, moving the ball closer. If it also lost the ball, the third robot was nearby
to finish off the goal. Thus, by providing constant backup to team mates, the
rUNSWift team mounted an attack that almost always ended in a score.

A potential weakness of the rUNSWift strategy was that in being very ag-
gressive, it could leave the goalie on its own to defend. However, no opponents
could take advantage of this until the final against the University of Pennsylva-
nia team. Their robots were programmed with a very powerful kick that could
take the ball from an opponent and move the ball far down field. They also had
another player positioned to attack when the ball came its way. The final settled
into a pattern of rUNSWift attacks and UPenn counterattacks.

Fortunately, we had anticipated this as a possibility. The wide supporter was
programmed so that if the ball got behind the rUNSWift attackers, it would
execute a fast “run” back and circle behind the ball to block the opposition’s
attack. Nevertheless, the game was very close one, ending 4-3 in rUNSWIft’s
favour.
2 http://www.cse.unsw.edu.au/˜robocup
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7 Conclusion

As the average quality of the teams improves each year, we are seeing more
close games that may be won or lost because of relatively small differences. We
are also, seeing a shift from gaining an advantage from better low-level skills
to trying to gain the upper hand through cooperation and strategy. As these
trends continue, we learn more about how to create robust behaviour, how to
anticipate potential weaknesses and how to prepare for the unexpected. All of
these are excellent training for applications of robotics in a wide variety of tasks
outside of competitions.

The RoboCup four-legged robot league has been a source of many interesting
research problems for robotics and artificial intelligence. In succeeding years, the
rules of the game are changed to introduce new challenges and gradually move
the game closer to human soccer. The official aim of the RoboCup federation
is, by 2050, to have a humanoid robot soccer team that can take on, and beat,
the human world champions. The unofficial, and much important aim, is that as
a side effect of the grand challenge, the competition will advance robotics and
AI to benefit science and society in many practical ways.

Acknowledgements

The results described here are due to the efforts of successive UNSW RoboCup
teams: John Dalgliesh and Mike Lawther (1999); Bernhard Hengst, Son Bao
Pham and Darren Ibbotson (2000); Spencer Chen, Martin Siu, Tom Vogelge-
sang and Tak Fai Yik (2001); James Brooks, Albert Chang, Min Sub Kim, Ben-
jamin Leung, Canh Hao Nguyen, Andres Olave, Timothy Tam, Nick von Huben,
David Wang and James Wong (2002); Ricky Chen, Eric Chung, Ross Edwards,
Eileen Mack, Raymond Sheh, Nicodemus Sutanto, Terry Tam, Alex Tang and
Nathan Wong (2003). Special thanks to team co-supervisors Bernhard Hengst,
Will Uther (both with NICTA), Tatjana Zrimec and Brad Hall. The financial
support of the UNSW School of Computer Science and Engineering, the Faculty
and Engineering and National ICT Australia is gratefully acknowledged.

References

[1] Cameron, D. and Barnes, N. (2003) Knowledge-Based Autonomous Dynamic
Colour Calibration. In Proceedings of the Robocup Symposium, Padua: Springer.
16

[2] Kalman, R,E. (1960) A New Approach to Linear Filtering and Prediction Prob-
lems, Transactions of the ASME–Journal of Basic Engineering, 82(D), pp 35-45.
18

[3] Quinlan., J. R. (1993). C4.5: Programs for Machine Learning. Morgan Kaufmann,
San Mateo, CA. 15

[4] UNSW United Team Report.
http://www.cse.unsw.edu.au/˜robocup/2002site/2000PDF.zip 20



On How to Learn from a Stochastic Teacher

or a Stochastic Compulsive Liar
of Unknown Identity

B. John Oommen1, Govindachari Raghunath2, and Benjamin Kuipers3

1 Fellow of the IEEE. School of Computer Science
Carleton University, Ottawa, ON, K1S 5B6, Canada

oommen@scs.carleton.ca
2 oommen@scs.carleton.ca

3 Fellow of the AAAI and IEEE. Department of Computer Sciences
University of Texas, Austin, Texas 78712, USA

kuipers@cs.utexas.edu

Abstract. We consider the problem of a learning mechanism (robot,
or algorithm) that learns a parameter while interacting with either a
stochastic teacher or a stochastic compulsive liar. The problem is modeled
as follows: the learning mechanism is trying to locate an unknown point
on a real interval by interacting with a stochastic environment through
a series of guesses. For each guess the environment (teacher) essentially
informs the mechanism, possibly erroneously, which way it should move
to reach the point. Thus, there is a non-zero probability that the feed-
back from the environment is erroneous. When the probability of correct
response is p > 0.5, the environment is said to be Informative, and we
have the case of learning from a stochastic teacher. When this probability
is p < 0.5 the environment is deemed Deceptive, and is called a stochastic
compulsive liar.
This paper describes a novel learning strategy by which the unknown pa-
rameter can be learned in both environments. To the best of our knowl-
edge, our results are the first reported results which are applicable to
the latter scenario. Another main contribution of this paper is that the
proposed scheme is shown to operate equally well even when the learn-
ing mechanism is unaware whether the environment is Informative or
Deceptive. The learning strategy proposed herein, called CPL–ATS, par-
titions the search interval into three equi-sized sub-intervals, evaluates
the location of the unknown point with respect to these sub-intervals
using fast-converging ε-optimal LRI learning automata, and prunes the
search space in each iteration by eliminating at least one partition. The
CPL-ATS algorithm is shown to be provably converging to the unknown
point to an arbitrary degree of accuracy with probability as close to
unity as desired. Comprehensive experimental results confirm the fast
and accurate convergence of the search for a wide range of values for the
environment’s feedback accuracy parameter p. The above algorithm can
be used to learn parameters for non-linear optimization techniques.
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mation, Stochastic Optimization, Pattern Recognition.

T.D. Gedeon and L.C.C. Fung (Eds.): AI 2003, LNAI 2903, pp. 24–40, 2003.
c© Springer-Verlag Berlin Heidelberg 2003



On How to Learn from a Stochastic Teacher 25

1 Introduction

Consider the problem of a robot (algorithm, learning mechanism) moving along
the real line attempting to locate a particular point λ�. To assist the mech-
anism, we assume that it can communicate with an Environment (“Oracle”)
which guides it with information regarding the direction in which it should go.
If the Environment is deterministic the problem is the “Deterministic Point Lo-
cation Problem” which has been studied rather thoroughly [1]. In its pioneering
version [1] the problem was presented in the setting that the Environment could
charge the robot a cost which was proportional to the distance it was from the
point sought for. The question of having multiple communicating robots locate
a point on the line has also been studied [1, 2]. In the stochastic version of this
problem, we consider the scenario when the learning mechanism attempts to
locate a point in an interval with stochastic (i.e., possibly erroneous) instead
of deterministic responses from the environment. Thus when it should really be
moving to the “right” it may be advised to move to the “left” and vice versa.

Apart from the problem being of importance in its own right, the stochas-
tic point location problem also has potential applications in solving optimization
problems. In many optimization solutions – for example in image processing, pat-
tern recognition and neural computing [5, 9, 11, 12, 14, 16, 19], the algorithm
works its way from its current solution to the optimal solution based on informa-
tion that it currently has. A crucial question is one of determining the parameter
which the optimization algorithm should use. In many cases the parameter of the
scheme is related to the second derivative of the criterion function, which results
in a technique analogous to a Newton’s root solving scheme. The disadvantages
of the latter are well known – if the starting point of the algorithm is not well
chosen, the scheme can diverge. Additionally, if the second derivative is small,
the scheme is ill-defined. Finally, such a scheme requires the additional compu-
tation involved in evaluating the (matrix of) second derivatives [14, 16, 19]. To
tackle this problem we suggest that our strategy to solve the stochastic point
location problem can be invoked to learn the best parameter to be used in any
algorithm.

The results that are claimed here are stated in the body of the paper. Sketches
of their proofs are included in the Appendix. The more detailed proofs are found
in the unabridged version of the paper [15].

2 The Stochastic Point Location Problem

The goal of the learning mechanism is to determine the optimal value of some
parameter λ� ∈ [0, 1). Although the mechanism does not know the value of
λ�, we assume that it has responses from an intelligent environment E which is
capable of informing it whether the current estimate λ̂ is too small or too big. To
render the problem both meaningful and distinct from its deterministic version,
we would like to emphasize that the response from this environment is assumed
“faulty”. Thus, E may tell us to increase λ̂ when it should be decreased, and vice
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versa with a non-zero probability 1− p. Note that the quantity p reflects on the
“effectiveness” of the environment, E . Thus, whenever λ̂ < λ�, the environment
correctly suggests that we increase λ̂ with probability p. It could as well have
incorrectly recommended that we decrease λ̂ with probability 1− p. Similarly,
whenever λ̂ > λ�, the environment tells us to decrease λ̂ with probability p, and
to increase it with probability (1− p).

We further distinguish between two types of environments – Informative and
Deceptive. An environment is said to be “Informative” if the probability p of its
giving a correct feedback is greater than 0.5. If p < 0.5, the environment is said
to be “Deceptive”. Thus a Deceptive environment is more likely to give erroneous
feedback than an Informative environment. This together with the fact that the
learning mechanism is not aware of the nature of the environment complicates
the learning process and its convergence.

3 Related Work

Oommen [9] proposed and analyzed an algorithm that operates by discretiz-
ing the search space while interacting with an Informative environment. This
algorithm takes advantage of the limited precision available in practical im-
plementations to restrict the probability of choosing an action to only finitely
many values from the interval [0, 1). Its main drawback is that the steps are al-
ways very conservative. If the step size is increased the scheme converges faster,
but the accuracy is correspondingly decreased. Bentley and Yao [3] solved the
deterministic point location problem of searching in an unbounded space by ex-
amining points f(i) and f(i+ 1) at two successive iterations between which the
unknown point lies, and doing a binary search between these points. Although
it may appear that similar binary search can be applied in the stochastic point
location problem, the faulty nature of the feedback from the environment may
affect the certainty of convergence of the search, and hence a more sophisticated
search strategy is called for. Thus, whereas in Bentley’s and Yao’s algorithm we
could confidently discard regions of the search space, we have to now resort to
stochastic methods, and work so that we minimize the probability of rejecting
an interval of interest. This is even more significant and sensitive when the learn-
ing mechanism is unaware whether the environment is Informative or Deceptive.
A novel strategy combining learning automata and pruning was used in [10] to
search for the parameter in the continuous space when interacting with an Infor-
mative environment. In this paper we extend the results of [10] further to operate
also in the continuous space, but to work equally well for both Informative and
Deceptive environments. To the best of our knowledge this is the first reported
result for learning in a Deceptive environment.

A completely different approach to locating a point will be to partition the
search space into intervals and choose the mid-point of each interval repeatedly
as an estimate for the unknown point, and use a majority voting scheme on the
feedbacks obtained to eliminate one interval. Applying Chernoff bounds would
then allow us to precisely compute the number of steps sufficient for ensuring
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correct pruning with a certain level of confidence [13]. The difference between
such an “estimation” approach and a learning automaton approach such as ours
is that in the former case, a fixed number of sampling steps has to be done
irrespective of how strong the feedback is, before determining the pruning. In
contrast, in a learning automata approach, when one of the actions is superior,
the reinforcement mechanism ensures that this action is sampled more frequently
than the other. Thus the better an action is with respect to another, the faster
it’s optimality is determined. Another drawback with the simple majority voting
scheme is that in each epoch it can prune at most one partition. On the other
hand, our scheme allows more than two thirds of the search space to be pruned
in a single epoch. A third and most compelling drawback of the former scheme in
our problem setting is that it will not be feasible to detect a point in a deceptive
environment where the probability of correct feedback p < 0.5.

4 Continuous Point Location
with Adaptive Tertiary Search

The solution presented in this paper is based on the Continuous Point Location
with Adaptive Tertiary Search (CPL–ATS) strategy introduced in [10]. The basic
idea behind both the solutions is to systematically explore a current interval for
the parameter. This exploration is a series of guesses, each one more accurate
than the previous one. Initially, we guess the mid-point of the given interval to
be our estimate. We then partition the given interval into disjoint sub-intervals,
eliminating at least one of the subintervals from further search and recursively
searching the remaining interval until the search interval is at least as small as
the required resolution of estimation. Crucial to the CPL–ATS scheme is the
construction of partitions and the elimination process.

The given search interval is divided into three partitions. Each of these three
partitions is independently explored using an ε-optimal fast converging two-
action learning automaton where the two actions are those of selecting a point
from the left and right half of the partition under consideration. The elimination
process then utilizes the the ε-optimality property of the underlying automata
and the monotonicity of the intervals to systematically eliminate at least one
of the partitions. The resultant is a new pruned interval consisting of at most
two contiguous partitions from the original three. At each stage the mid-point
of the remaining interval is taken to be the estimate of λ�. We shall assume
that the individual learning automaton used is the well-known LRI scheme with
parameter θ, although any other ε-optimal scheme can be used just as effectively.

5 Notations and Definitions

Let Δ = [σ, γ) s.t. σ ≤ λ� < γ be the current search interval containing λ� whose
left and right (smaller and greater) boundaries on the real line are σ and γ respec-
tively. We partition Δ into three equi-sized disjoint partitions Δj , j ∈ {1, 2, 3},
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such that, Δj = [σj , γj). To formally describe the relative locations of intervals
we define an interval relational operator ≺ such that, Δj ≺ Δk iff γj < σk.
Since points on the real interval are monotonically increasing, it is easy to see
that, Δ1 ≺ Δ2 ≺ Δ3. For every partition Δj , we define Lj and Rj as its left
half and right half respectively as:

Lj = {x |σj ≤ x < mid(Δj)}, andRj = {x |mid(Δj) ≤ x < γj},

where mid(Δj) is the mid point of the partition Δj . A point x ∈ Lj will be
denoted by xj

L, and a point x ∈ Rj by xj
R.

To relate the various intervals to λ� we introduce the following relational
operators.

λ�≺©Δj iff λ� < σj . i.e., λ� is to the left of the interval Δj .
λ�	©Δj iff λ� > γj . i.e., λ� is to the right of the interval Δj .
λ� =©Δj iff σj ≤ λ� < γj . i.e., λ� is contained in the interval Δj .
λ� �©Δj iff λ�≺©Δj or λ� =©Δj i.e., λ� is either to the left of or inside Δj .
λ� �©Δj iff λ�	©Δj or λ� =©Δj i.e., λ� is either to the right of or inside Δj .

These operators can be shown to satisfy the usual laws of transitivity.

6 Construction of the Learning Automata

In the CPL–ATS strategy, with each partition Δj we associate a 2-action LRI au-
tomaton Aj (Σj , Πj, Γ j , Υ j , Ωj) where, Σj is the set of actions, Πj is the set of
action probabilities, Γ j is the set of feedback inputs from the environment, Υ j

is the set of action probability updating rules and Ωj is the set of possible deci-
sion outputs of the automaton at the end of each epoch. The environment E is
characterized by the probability of correct response p which is later mapped to
the penalty probabilities cj

k for the two actions of the automaton Aj . The over-
all search strategy CPL–ATS, in addition uses a decision table Λ to prune the
search interval by comparing the output decisions Ωj for the three partitions.
Thus Aj , j ∈ {1, 3}, together with E and Λ completely define the CPL–ATS
strategy.

1. The set of actions of the automaton(Σj)
The two actions of the automaton are αj

k=0,1, where, αj
0 corresponds to

selecting the left half Lj of the partition Δj , and αj
1 corresponds to selecting

the right half Rj .
2. The action probabilities(Πj )

P j
k (n) represent the probabilities of selecting action αj

k=0,1 at step n. Ini-
tially, P j

k (0) = 0.5, for k = 0, 1.
3. The feedback inputs from the environment to each automaton (Γ j)

It is important to recognize a subtle, but crucial point in the construction of
the learning automata in CPL–ATS. From the automaton’s point of view,
the two actions are those of selecting either the left or the right half from
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its partition. However, from the environment’s point of view, the automaton
presents a current guess for the true value of λ� , and it gives a feedback
based on the relative position (or direction) of the guessed value with respect
to λ�. Thus there is a need to map the intervals to a point value and the
feedback on the point value to the feedback on the choice of the intervals.
Let the automaton select either the left or right half of the partition and then
pick a point randomly (using a continuous uniform probability distribution)
from this sub-interval which is presented as the current estimate for λ�. Then
the feedbacks β(n) at step n are defined by the conditional probabilities,

Pr[β(n) = 0 |xj
L ∈ Lj and xj

L ≥ λ�] = p

Pr[β(n) = 1 |xj
L ∈ Lj and xj

L < λ�] = p

Pr[β(n) = 0 |xj
R ∈ Rj and xj

R < λ�] = p

Pr[β(n) = 1 |xj
R ∈ Rj and xj

R ≥ λ�] = p

(1)

Note that, the condition xj
L ∈ Lj indicates that the action αj

0 was selected,
and the condition xj

R ∈ Rj indicates the other action αj
1 was selected.

4. The action probability updating rules (Υ j)
First of all, since we are using the LRI scheme, we ignore all the penalty
responses. Upon reward, we obey the following updating rule :
If αj

k=0,1 was rewarded then,

P j
1−k[n + 1]← θ.P j

1−k[n]
P j

k [n + 1]← 1− P j
1−k[n + 1]

where 0� θ < 1 is the LRI reward parameter.
5. The decision outputs at each epoch (Ωj)

From the action probabilities we infer the decision Ωj of the LRI automaton
Aj , after a fixed number N∞, of iterations. Typically, N∞ is chosen so as to
be reasonably sure that the automaton has converged. Ωj indicates that the
automaton has inferred whether λ� is to the left, right or inside the partition.
The set of values that Ωj can take and the preconditions are given by:

Ωj =

⎧⎨
⎩
Left if P j

0 (N∞) ≥ 1− ε.

Right if P j
1 (N∞) ≥ 1− ε.

Inside Otherwise.

6. The decision table for pruning the search space (Λ)
Once the individual automata for the three partitions have made a decision
regarding where they reckon λ� to be, the CPL–ATS reduces the size of the
search interval by eliminating at least one of the three partitions. The new
pruned search interval Δnew for the subsequent learning phase (epoch) is
generated according to the pruning decision table Λ shown in Table 1.
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Table 1. Decision table(Λ) to prune the search space based on the automata
outputs Ωj

Ω1 Ω2 Ω3 New Sub-interval Δnew

Left Left Left Δ1

Inside Left Left Δ1

Right Left Left Δ1 ∪ Δ2

Right Inside Left Δ2

Right Right Left Δ2 ∪ Δ3

Right Right Inside Δ3

Right Right Right Δ3

Theorem 1. If the automaton Aj=(Σj , Πj , Γ j, Υ j , Ωj) interacts with the en-
vironment E and gets feedbacks obeying Equation (1), then the effective penalty
probabilities cj

k=0,1 for the two actions αj
k=0,1 are given by:

cj
0 = (1− p) + (2p− 1).P r(xj

L < λ� |αj
0 was chosen) (2)

cj
1 = p− (2p− 1).P r(xj

R < λ� |αj
1 was chosen) (3)

¿From the theory of learning automata [6, 8], we know that the for any 2-
action LRI scheme, if ∃k ∈ {0, 1} such that cj

k < cj
1−k, then the action αj

k is
optimal and for this action P j

k (N∞)→ 1.
By the construction of the automaton, once the left or right sub-interval is

chosen, a point is picked from this interval using a uniform probability distri-
bution. Therefore, the cumulative probability distributions for picking a guess
value in a selected interval are given by:

Pr(xj
L < x |xj

L ∈ Lj) =

⎧⎪⎨
⎪⎩

0 if x < σj

x−σj

mid(Δj
)−σj

if σj ≤ x < mid(Δj)

1 if x ≥ mid(Δj).
(4)

Pr(xj
R < x |xj

R ∈ Rj) =

⎧⎪⎨
⎪⎩

0 if x < mid(Δj)
x−mid(Δj

)

γj−mid(Δj
)

if mid(Δj) ≤ x < γj

1 if x ≥ γj

(5)

By substituting λ� for x, in the above equations, we get Pr(xj
L < λ� |xj

L ∈ Lj)
and Pr(xj

R < λ� |xj
R ∈ Rj) in Equations (2) and (3) respectively.

7 Properties of CPL-ATS in an Informative Environment

We shall now state some results about how CPL-ATS behaves in an Informative
Environment.

Lemmas 1 and 2 essentially use the ε-optimality property of LRI automata to
prove that they produce the correct decision output for each partition under an
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Informative environment. Lemma 3 uses the monotonicity of the real interval to
establish some restrictions on the combination of decision outputs for adjacent
partitions. These are then used in Theorem 2 to prove that the decision table in
Table 1 is complete for the Informative environment. Theorem 3 establishes that
after elimination of one or more partitions, the remaining interval still contains
λ�, thereby assuring convergence. It should be borne in mind that these are
still probabilistic results, although the probability is shown to be potentially
as close to unity as we want, provided that we choose the parameters for the
LRI automata appropriately.

Lemma 1. For an Informative environment E, given the LRI scheme with a
parameter θ which is arbitrarily close to unity, the following is true:

If (λ�≺©Δj), then Pr(Ωj = Left)→ 1.
If (λ�	©Δj), then Pr(Ωj = Right)→ 1.
If (λ� =©Δj), then Pr(Ωj = {Left, Inside or Right})→ 1.

Lemma 2. For an Informative environment E, given the LRI scheme with a
parameter θ which is arbitrarily close to unity, the following is true:

If (Ωj = Left) then Pr(λ� �©Δj)→ 1
If (Ωj = Right) then Pr(λ� �©Δj)→ 1
If (Ωj = Inside) then Pr(λ� =©Δj)→ 1

Lemma 3. In an Informative environment E, if the CPL-ATS learning mecha-
nism uses the same LRI scheme at all levels of the recursion, and the parameter
θ is arbitrarily close to unity, the following is true:

If (Ωj = Left) then Pr(Ωj+1 = Left)→ 1
If (Ωj = Inside) then Pr(Ωj+1 = Left)→ 1
If (Ωj = Right) then Pr(Ωj+1 = {Left, Right or Inside})→ 1.

Theorem 2. If the environment is Informative and if the partitions use the
same LRI scheme with parameters θ as close to unity as needed, then the decision
table given in Table 1 is complete.

A consequence of this theorem is that any entry not shown in the decision
table is said to be inconsistent in the sense that for an Informative environment
and appropriate θ, the probability of occurrence of this entry is arbitrarily close
to zero.

Theorem 3. If the algorithm uses the same LRI scheme at all levels of the
recursion with a parameter θ arbitrarily close to unity and N∞ sufficiently large,
then for an Informative environment, the unknown λ� is always contained in the
new search-interval Δnew resulting from the application of the decision rules of
Table 1.
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8 Properties of CPL-ATS in a Deceptive Environment

Let E be an environment of a 2-action learning automaton. Let ck∈{0,1} be the
penalty probabilities of the two actions αk∈{0,1} of any automaton Aj that op-
erates in this environment. Then another environment E∗ with penalty proba-
bilities c′k∈{0,1}, is said to be the dual of E if and only if under E∗, c′k = 1− ck.

The following lemma is a natural corollary of the above definition.

Lemma 4. If αj
k is the ε-optimal action for an LRI automaton Aj under a given

environment E, then αj
1−k is the ε-optimal action under its dual environment E ∗,

and vice versa.

Lemma 5. Let E be an environment with the probability of correct feedback p
and coresponding penalty probabilities cj

k∈{0,1} respectively. If E∗ is a new envi-
ronment constructed such that its probability of correct feedback p′ = 1− p, then
the penalty probabilities c′jk∈{0,1} for its two actions αj

k∈{0,1} are c′jk = 1− cj
k.

The above lemma follows easily by substituting 1 − p in place of p in Equa-
tions (2) and (3) respectively. Thus we arrive at a dual of a given environment
merely by complementing its parameter p.

Let E be the given Deceptive environment. By definition then, we have its
probability of correct response p < 0.5. We now construct a dual E∗ of this
environment with a corresponding probability of correct response p′ = 1 − p.
Then this dual environment is Informative since, p′ > 0.5. Thus if the learning
autmaton can somehow determine whether a given environment is Deceptive,
then Lemma 4 and 5 assure us that by interchanging the actions (or equivalently
the penalties and rewards), the automaton will still be able to converge to the
optimal action with as high a probability as we want.

The following results are quite straightforward.

Theorem 4. Given a Deceptive environment E,

If (λ�≺©Δj), then Pr(Ωj = Right)→ 1
If (λ�	©Δj), then Pr(Ωj = Left)→ 1
If (λ� =©Δj), then Pr(Ωj = {Left, Inside or Right})→ 1.

Theorem 5. Suppose it is given that λ�	©Δ1, λ� =©Δ2 and λ�≺©Δ3. Then
under a Deceptive environment, the decision output vector Ω for the three au-
tomata Aj , j ∈ {1, 2, 3}, will be inconsistent with the decision table of Table 1.
Conversely, if for the given environment and λ� as above, the decision output
vector Ω of the automata is inconsistent with the decision table for large N∞
and θ → 1, then the environment is Deceptive.

Theorem 5 suggests a simple mechanism for determining whether or not an
environment is Deceptive.

Theorem 6. Let I= [0, 1) be the original search interval in which λ� is to be
found. Let I ′ = [−1, 2) be the initial search interval used by CPL–ATS. Then,
CPL–ATS always determines whether or not an environment is Deceptive after
a single epoch.
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Theorem 6 gives us a simple and practical mechanism for detecting Deceptive
environments. Thus, we start with an initial search interval I ′ = [−1, 2), equi-
partition it and run the three LRI automata Aj , j = 1, 2, 3. for one epoch. At the
end of the epoch, we use Table 1 to check if the decision vector Ω has an entry.
By appealing to Theorem 6, we conclude that the environment is Informative
or Deceptive accordingly. If the environment was found to be Deceptive, we
simply flip the probability update rules. i.e., we essentially treat every reward
as a penalty and vice versa. Lemma 4 guarantees that we will then converge to
the optimal action. If instead, the environment was found to be Informative we
simply proceed with the search.

Note that the expanded interval I ′ is needed only for the first epoch, to detect
the environment’s nature. Once this is detected, we use the original interval I to
search for λ�. It is assumed that the fact that we use the expanded intervals
[−1, 0) and [1, 2) does not affect the responses given by the environment.

9 Experimental Results

The parameter learning mechanism, CPL–ATS, described in this paper was ex-
perimentally evaluated to verify the validity of our analytic results and to ex-
amine its rate of convergence. To verify the power of the scheme and to study
its effectiveness for various conditions, simulation experiments were conducted
for various values of θ , the reward factor of the LRI automata, and for various
values of p, the probability of the environment correctly providing the feed back.
In all the experiments it was assumed that λ� ∈ [0, 1). In each case, a single
screening epoch was run using the expanded interval [−1, 2) to detect whether
or not the environment is Informative. After that, the given original search inter-
val [0, 1) was used as the starting point. Each epoch consisted of 250 iterations
(N∞) of the three LRI automata. At the end of each epoch the decision table
Table 1 was consulted to prune the current search interval and the algorithm
was recursively evoked. The recursion was terminated when the width of the
interval was less than twice the desired accuracy.

The results of our experiments are truly conclusive and confirm the power of
the CPL-ATS scheme. Although several experiments were conducted using vari-
ous λ� and parameter values, we report for brevity sake, only one set of results,
namely, those for λ� = 0.9123. For this value, several independent replications
with different random number streams were performed to minimize the variance
of the reported results. The reported results are averaged over the replications.

The mean asymptotic value of the estimate for λ� are shown in Table 2 for
various values of p and θ. The final estimates agree with the true value 0.9123 of
λ�to the first three decimal places for all values of p shown in the table. Figure 1
shows the convergence of the algorithm for p = 0.1, 0.35 and 0.8. This figure plots
the running estimate at the end of each epoch. The values shown are actually
the averaged over 50 replications for each set of parameters.

We first note that the convergence of the algorithm is almost identical for
p = 0.1 and p = 0.8 even though the former represents a highly unreliable
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Table 2. Asymptotic value of Ê[λ(N∞)] as it varies with p and θ. In all the
cases, λ� = 0.9123, N∞ = 250 and ε = 0.005. The values shown are averaged
over 50 independent experiments

p θ = 0.8 θ = 0.85 θ = 0.9

0.10 0.912298 0.912273 0.912194

0.15 0.912312 0.912298 0.912222

0.20 0.912193 0.912299 0.912236

0.80 0.912317 0.912284 0.912234

0.85 0.912299 0.912275 0.912202

0.90 0.912302 0.912275 0.912202

0.8

0.82

0.84

0.86

0.88

0.9

0.92

0.94

0.96
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Fig. 1. Convergence of estimate Ê[λ(n)] for θ = 0.8. The value shown are
averaged over 50 replications. The unknown parameter λ� = 0.9123

environment whereas the latter is a highly reliable environment. This is not
surprising because, after having detected in epoch 0 that the environment is not
Informative, the CPL–ATS strategy switches the reward and penalty feedbacks,
effectively behaving as p′ = 1−p. Thus, even in the very first epoch a value of 0.83
is achieved which is within 9 percent error of the true value of λ� = 0.9123. In
two more epochs, for all the four p values shown, the estimate is 0.925926 which
is within 1.5 percent error. Note however, that for p = 0.35 the convergence
is relatively sluggish. It took 25 epochs for it to reach the terminal value of
0.906453 which is within 0.64 percent of the true λ�. Thus, as p is increasingly
closer to 0.5, θ must be set close to unity and N∞ (the number of iterations
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per epoch) has to be increased to achieve convergence.1 Thus, a p value very
close to 0.5 represents a highly inconsistent feedback wherein half the time the
environment directs the learning mechanism in one direction and the rest of the
time in another.

10 Conclusions

In this paper we have considered the problem of a learning mechanism locating
a point on a line when it is interacting with a random stationary environment
which essentially informs it, possibly erroneously, which way it should move to
reach the point being sought. The first reported paper to solve this problem [9]
presented a solution which operated in a discretized space. Later in [10], we
presented a new scheme by which the point can be learned using a combination
of various learning principles. The heart of this strategy involved performing
a controlled random walk on the underlying space using the LRI updating rule
and then intelligently pruning the space using an adaptive tertiary search. The
overall learning scheme is shown to be ε-optimal. We have also shown that the
results of [10] can also be generalized to the cases when the environment is
a stochastic compulsive liar (i.e., is Deceptive). Although the problem is solved in
its generality, its application in non-linear optimization has also been suggested.
We are currently investigating how our scheme can be utilized to catalyze the
convergence of various optimization problems including those involving neural
networks as described in [9, 11, 19].
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Appendix

In the following we provide only sketches of proof for major lemmas and theorems
due to limitations of space. The complete proofs for all the lemmas and theorems
stated in this paper can be found in the unabridged version which is also available
as a technical report [15].

Theorem 1 If the automaton Aj=(Σj, Πj , Γ j, Υ j , Ωj) interacts with the envi-
ronment E gets feedbacks obeying equation 1, then the effective penalty probabil-
ities cj

k=0,1 for the two actions αj
k=0,1 are given by:

cj
0 = (1− p) + (2p− 1).P r(xj

L < λ� |αj
0 was chosen)

cj
1 = p− (2p− 1).P r(xj

R < λ� |αj
1 was chosen)
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Proof: By definition of the penalty probability we have,

cj
0 = Pr(β(n) = 1 | sub-interval Lj is chosen at step n)

= Pr(β(n) = 1 |xj
L ∈ Lj , xj

L < λ�).P r(xj
L < λ� |xj

L ∈ Lj) +

Pr(β(n) = 1 |xj
L ∈ Lj , xj

L ≥ λ�).P r(xj
L ≥ λ� |xj

L ∈ Lj)

= p.Pr(xj
L < λ� |xj

L ∈ Lj) + (1− p).(1 − Pr(xj
L < λ� |xj

L ∈ Lj)) (by eq. 1)

= (1 − p) + (2p− 1).P r(xj
L < λ� |xj

L ∈ Lj)

= (1 − p) + (2p− 1).P r(xj
L < λ� |αj

0 was chosen).

In the same line of reasoning for the action αj
1 we can derive cj

1. �

Lemma 1 For an Informative environment E, given the LRI scheme with a
parameter θ which is arbitrarily close to unity, the following is true:

If (λ�≺©Δj), then Pr(Ωj = Left)→ 1.
If (λ�	©Δj), then Pr(Ωj = Right)→ 1.
If (λ� =©Δj), then Pr(Ωj = {Left, Inside or Right})→ 1.

Proof: Consider first the case λ�≺©Δj . From Equation (4) and (5), we get
Pr(xj

L < λ�) = Pr(xj
R < λ�) = 0. Substituting these in equations 2 and 3 we

get the values cj
0 = 1 − p and cj

1 = p. Since for an informative environment
p > 0.5, we immediately have cj

0 < cj
1. Learning automata theory then assures

that for any ε-optimal scheme such as the LRI scheme used here for each Aj , αj
0

is the optimal action and hence P j
0 [N∞]→ 1. Similar arguments for λ�	©Δj lead

to the conclusion P j
1 (N∞)→ 1.

Now consider the third case when λ� =©Δj . By the definition of =© we have,
σj ≤ λ� < γj . Consider first the possibility, σj ≤ λ� < mid(Δj). In this case, by
Equations (4), (5) we get

cj
0 = 1− p + (2p− 1). λ�−σj

mid(Δj
)−σj

cj
1 = p

Since 0.5 < p ≤ 1 in the above expressions for cj
0 and cj

1, we can see that cj
0 <

cj
1, and hence αj

0 is the optimal action and for an ε-optimal scheme P j
0 [N∞]→ 1.

Similarly when mid(Δj) < λ� < σj , we get,

cj
0 = p

cj
1 = p− (2p− 1).λ

�−mid(Δj
)

γj−mid(Δj
)
.

Since p > 0.5, it follows that (2p−1) > 0 and cj
0 > cj

1, and therefore, αj
1 is the op-

timal action, and from the ε-optimality of the LRI scheme, we get P j
1 [N∞]→ 1.

When λ� = mid(Δj), cj
0 = cj

1 and so there is no optimal action and hence
ε < P j

0 [N∞], P j
1 [N∞] < 1− ε.

The lemma immediately follows from the decision output rule (Ωj) in the
construction of the automaton Aj based on the above values for P j

k [N∞]. �
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Lemma 2 For an Informative environment E, given the LRI scheme with a
parameter θ which is arbitrarily close to unity, the following is true:

If (Ωj = Left) then Pr(λ� �©Δj)→ 1
If (Ωj = Right) then Pr(λ� �©Δj)→ 1
If (Ωj = Inside) then Pr(λ� =©Δj)→ 1

Proof: By the first hypothesis Ωj = Left, we have Pr(Ωj = Left) = 1,
Pr(Ωj = Right) = 0, and Pr(Ωj = Inside) = 0. Therefore,

Pr(λ� �©Δj) = Pr(λ� �©Δj |Ωj = Left). (6)

But by Baye’s rule for conditional probabilities,

Pr(λ� �©Δj |Ωj = Left) = (7)

Pr(Ωj = Left |λ� �©Δj).P r(λ� �©Δj)
Pr(Ωj = Left |λ� �©Δj).P r(λ� �©Δj) + Pr(Ωj = Left |λ�	©Δj).P r(λ� 	©Δj)

By Lemma 1, the product in the second term of the denominator tends to zero
giving us

Pr(λ� �©Δj |Ωj = Left)→ 1.

When this is substituted in Equation (6), it leads to : Pr(λ� �©Δj)→ 1. By
similar arguments (which we omit here in the interest of brevity), the lemma
can be shown to hold for the other two hypotheses. �

Theorem 2 If the environment is Informative and if the partitions use the same
LRI scheme with parameters θ as close to unity as needed, then the decision table
given in Table 1 is complete.

Proof: In any decision table with three input variables and three possible values
for each of these variables, we expect a total of 27 potential entries. However,
Lemma 3 imposes constraints on the output value combinations of the automata.
A straightforward enumeration of these possibilities will show that the only
possible combinations of outputs for the three LRI automata are the seven entries
shown in the decision table. Consequently Table 1 is complete. �

Theorem 3 If the algorithm uses the same LRI scheme at all levels of the
recursion with a parameter θ arbitrarily close to unity and N∞ sufficiently large,
then for an Informative environment, the unknown λ� is always contained in the
new search-interval Δnew resulting from the application of the decision rules of
Table 1.

Proof: Consider the first row of Table 1 where we see that Ω1 = Left, Ω2 =
Left and Ω3 = Left. Appealing to Lemma 2 for each of the automata outputs,
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we get Pr(λ� �© Δ1)→ 1, Pr(λ� �© Δ2)→ 1 and Pr(λ� �© Δ3)→ 1. When we
consider the fact that Δ1 ≺ Δ2 ≺ Δ3, the above three reduce to the equivalent
predicate, Pr(λ� �© Δ1)→ 1. By the definition of �© we have the two possibilities
– λ� ≺© Δ1 and λ� =© Δ1. But, since λ� =© Δ and Δ = Δ1 ∪Δ2 ∪Δ3, we can
rule out λ� ≺© Δ1. Therefore, Pr(λ� ≺© Δ1)→ 1. Thus, the partition Δ1 that
remains after pruning still contains λ� with as high a probability as we want. The
same arguments can be repeated for each of the other entries, and are omitted
in the interest of brevity. �

Theorem 4 Given a Deceptive environment E,

If (λ�≺©Δj), then Pr(Ωj = Right)→ 1
If (λ�	©Δj), then Pr(Ωj = Left)→ 1
If (λ� =©Δj), then Pr(Ωj = {Left, Inside or Right})→ 1.

Proof: Since E is a Deceptive environment, the probability of it giving correct
responses is p < 0.5. Now construct a dual E∗ for this environment such that the
probability of its correct feedback (p′ = 1−p) > 0.5. Clearly, E∗ is an Informative
environment, and hence we can apply Lemma 1 to it. Consequently, if we are
given that λ� ≺© Δj , by Lemma 1, we know that for E∗ , Pr(Ωj = Left)→ 1.
Lemma 4 however tells us that if αj

k was the optimal action for E, then αj
1−k

is the optimal option for E∗ and vice versa. Therefore, we conclude that for E,
Pr(Ωj = Right)→ 1. Similar arguments hold good for the other two hypotheses.

�

Theorem 5 Suppose λ� is such that λ�	©Δ1, λ� =©Δ2 and λ�≺©Δ3. Then un-
der a Deceptive environment, the decision output vector Ω for the three automata
Aj , j = 1, 2, 3, will be inconsistent with the decision table of Table 1. Conversely,
if for the given environment the decision output vector Ω of the automata is in-
consistent with the decision table for large N∞ and θ → 1, then the environment
is Deceptive.

Proof: Applying Theorem 4 to each of λ� 	© Δ1, λ� =©Δ2 and λ� ≺©Δ3, we have,

Pr(Ω1 = Left)→ 1
Pr(Ω2 = {Left, Inside or Right})→ 1
Pr(Ω3 = Right)→ 1

By inspecting the decision table (Table 1), we see that there are no entries for
this output vector Ω = [Left, {Left, Inside or Right}, Right] and hence the
entry is inconsistent with Table 1. The converse is proved by contradiction by
alluding to the completeness result of Theorem 2 for an Informative environment.
Therefore, whenever the decision output vector Ω is inconsistent with Table 1,
we can safely conclude that the environment is Deceptive. �

Theorem 6 Let I= [0, 1) be the original search interval in which λ� is to be
found. Let I ′ = [−1, 2) be the initial search interval used by CPL–ATS. Then,
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CPL–ATS always determines whether or not an environment is Deceptive after
a single epoch.

Proof: First of all, we can see that λ� ∈ I′ because, I ⊂ I′. When we divide I ′
into three equi-partitions we get, Δ1 = [−1, 0), Δ2 = [0, 1) and Δ3 = [1, 2). Since
λ� ∈ I = Δ2, we have, λ�	©Δ1, λ� =©Δ2, λ�≺©Δ3, which is the pre-condition
for Theorem 5. Hence, by appealing to Theorem 5 we see that if the environment
was Deceptive, we would get an inconsistent decision vector. If not, by Theorem 2
we would get a consistent decision vector. Thus, after one epoch we conclude
decisively about the nature of the environment. �
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Abstract. This paper introduces a new approach to designing a Mes-
sage Handling Assistant (MA). It provides a generic model of an MA and
an intention extraction function for text messages using speech act the-
ory and the belief-desire-intention (BDI) model of rational agency. The
model characterizes the desired behaviors of an MA and the relation-
ships between the MA, its user, and other human agents with whom the
user interacts through message exchange. The intention extraction func-
tion formulates intentions from performatives identified by a probabilistic
dialogue act classifier using constraints for felicitous human communi-
cation. This paper also proposes a semantic communication framework
which integrates key agent and Internet technologies for composing and
exchanging semantic messages.

Keywords: Intelligent agents, Belief revision and update, Knowledge
discovery and data mining, Knowledge acquisition, Ontology, Applica-
tions.

1 Introduction

The recent proliferation of agent technology [1] has produced many proposals
to reduce workload through learning and emergent behaviors (e.g., Maes [2]).
Commonly, a personal assistant agent learns by observing the user’s interaction
with other applications and agents.

The information contained in email and other messages the user sends and
receives is often closely related to their daily schedule and activities. Messages
also often explicitly express both the user’s and the correspondent’s intentions.
Despite this, the unstructured nature of such messages makes it hard to cap-
ture useful modelling information from them or to process them automatically.
Thus this rich source of user information is largely untapped, and most message
management is left to the user.

Several email handling assistants [2, 3, 4] have been proposed, but most
approaches are ad-hoc and only address very limited services. In particular,

T.D. Gedeon and L.C.C. Fung (Eds.): AI 2003, LNAI 2903, pp. 53–64, 2003.
c© Springer-Verlag Berlin Heidelberg 2003
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little effort has been made to develop a message handling system based on the
popular human communication models of speech act and rational agent theory.

In this paper, we define and characterize a generic model of a Personal As-
sistant (PA) and a Message Handling Assistant (MA) based on speech act the-
ory [5, 6, 7, 8] and the BDI model of rational agency [9, 10, 11]. This simple model
demonstrates why and how identifying the intentions of messages plays a crucial
role in user modelling, and in designing PAs and MAs. In addition, we develop
a simple function that extracts intentions from text messages using speech act
theory and probabilistic dialogue act classifiers. Finally, as a more grand vi-
sion toward fully mechanized message processing and composing, we propose
a semantic communication framework (SCF) that combines key AI technologies:
multiagent, agent communication language, ontology, and semantic Web. We
believe that the exploration presented in this paper provides a sound model for
a message handling systems that can provide more sophisticated services than
are currently available.

This paper is organized as follows: Section 2 defines and characterizes
a generic MA. Section 3 develops a model of an intention extraction function.
In Section 4, we propose the semantic communication framework (SCF). In Sec-
tion 5, we discuss how our approach differs from others. The paper finishes with
concluding remarks in Section 6.

2 Modelling a Message Handling Assistant

This section defines and characterizes a generic model of a message handling
assistant (MA). It uses the abstraction mechanism provided by the BDI model
and speech act theory to express the desired behaviors of an MA and the rela-
tionships between an MA, its user, and other human agents with whom the user
interacts through message exchange.

This enables us to clearly understand the characteristics of an MA, how to
model a user, and how to design an MA that satisfies certain requirements.
In particular, we are interested in the role of the intentions contained in the
messages that the user exchanges with other human agents. The result of this
analysis provides justification for why and how identifying the intentions of mes-
sages plays a crucial role in user modelling and the design of an MA.

2.1 Belief-Desire-Intention (BDI) Model of Rational Agency

We adapt the BDI framework described by Wooldridge [9], which is based on Rao
and Georgeff’s belief-desire-intention (BDI) framework [10] of rational agency.
Their theory is based on the intentional logic which was developed by Cohen
and Levesque [11] in 1990 to build their speech act theory [6, 7]. Speech act
theory is a popular human communication model and it is the basis of agent
communication languages (ACLs) [12]. The best-known implementation of the
BDI model is the Procedural Reasoning System (PRS) and its descendants [13,
p.140]: JAM, dMARS, AgentSpeck(L).
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In PRS, the agent’s mental states are represented in data structures that cor-
respond to its belief, desire, and intention. The agent’s beliefs are a model of its
environment, usually represented in first-order logic as predicates. The agent up-
dates its beliefs when it senses changes in its environment. Based on these beliefs
and its intentions (committed goals), it considers possible options (desires). The
agent may drop intentions or adopt new ones based on its beliefs, options, and
its intentions. In PRS, desires and intentions are given as a plan library which
consists of a body and various conditions. The body of a plan is the actual plan
that specifies a series of actions or sub-goals to be achieved. The conditions are
used to choose some plans as options and others as committed plans.

The availability of practical implementations of the BDI model, and its com-
patibility with speech act theory, make it a viable choice for designing a message
handling system that is based on speech act theory and an agent communication
language.

Agent Environment: We make the following assumptions about the agent
and its environment to isolate various implementation issues:

1. The environment of the agent consists only of objects. An agent is an object
with its own thread of control, mental status [14]. Users are also agents.

2. Messages are the only sensor input and action output of agents and objects.
Therefore the only way an agent can get input is through messages from
other objects, and the only way an agent can perform actions is by sending
messages to other objects.

Furthermore, we are only interested in the messages that are related to as-
sisting users. In addition, we only consider those messages that carry senders’
intentions similarly to agent communication language (ACL). In this model,
human communication messages (for example, email, news, instant messaging,
and mobile phone SMS) are also viewed as messages exchanged between human
agents that carry senders’ intentions. This view removes many unnecessary com-
plexities in modelling agents while retaining the expressiveness to model most
agents of interest.

2.2 Personal Assistant (PA)

We now define the characteristics that capture our intuition about the roles and
behaviors of a generic PA. In 1994, Maes [2] described a PA as:

“personal assistant who is collaborating with the user in the same work
environment [...] gradually more effective as it learns the user’s interests,
habits and preferences.”

In short, the purpose of a PA is to assist its user. What it is supposed to assist
with defines its type. For example, a message handling assistant assists in its
user’s message processing. A PA also need to know how it is supposed to assist.
Intuitively, knowing the following is crucial to learning how to assist:
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1. What the user is doing.
2. What the user is going to do.
3. What the user might need later and what the user might want to do later.

In terms of the BDI theory, the above items can be described as the followings. (1)
is what the user has just intended. This can be acquired by capturing intentions
of the messages sent by the user to other objects or to the assistant. (2) describes
the user’s current intentions. (3) fits into the user’s desires. The user’s desires
can be built from the user’s recurring intentions. This intuition tells us that
intentions convey most of the information required to know how to assist the
user.

Furthermore, through the BDI theory, an agent’s intentions can be used to
deduce other mental states of the agent. For instance, the BDI model of rational
agency defines various properties and assumptions about the interrelationships
between the beliefs, desires, and intentions of agents that might be appropriate
for rational agents. Some examples are shown below:

(Int user ϕ)⇒ (Bel user ϕ) (1)

(Int user ϕ)⇒ (Des user ϕ) (2)

Formula (1) is called intention-belief consistency [15]. It says that an agent be-
lieves what it intends. Although not all assumptions are appropriate in every
situations [9, p.101], they can be used to deduce other mental states from the
intentions captured.

How a PA should view its user’s intentions can be captured by the following
two assumptions:

(Int user ϕ)⇒ (Bel pa (Int user ϕ)) (3)

(Int user ϕ)⇒ (Bel pa ϕ) (4)

Formula (3) says that if user intends ϕ, then pa should believe that user intends
ϕ. (4) makes the somewhat stronger assumption that if user intends ϕ, then pa
should believe ϕ.

Finally, we define a PA to be a structure written as:

PA ≡ 〈ms,mr,mrel, F,B0, I0, D0〉,

where ms,mr,mrel are the sets of messages that a PA can send, can accept, and
must pursue to observe, respectively. The three sets are defined by what a PA is
intended to assist with and what are relevant to it. B0, I0, and D0 are the initial
beliefs, intentions, and desires, respectively. F is a set of functions that includes
a belief revision function, an option generator, etc.

2.3 Message Handling Assistant

A Message Handling Assistant (MA) is a type of a PA with more specific descrip-
tions of what it is supposed to do. Intuitively, we can say that an MA is a PA
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that processes incoming messages on behalf of its user. The set of messages that
an MA is interested includes communication messages that its user exchanges
with other human agents.

To process incoming messages on behalf of its user, an MA must observe
incoming messages to find out what are the intentions of the message. An MA
should view intentions of other agents differently from its user’s intention. The
following two assumptions capture how an MA should view other agent’s inten-
tions on its user:

(Int x (Int user p))⇒ (Bel ma (Int x p)) (5)

(Int x (Bel user p))⇒ (Bel ma (Bel x p)) (6)

Formula (5) says that if agent x intends user to intend p, ma should believe
that x intends p. (6) says that if x intends user to believe p, ma should believe
that x believes p. (5) and (6) are compatible with the request speech act and
assertion speech act defined in [6], respectively.

We give a simple scenario to demonstrate how a message can be handled if
the intention of the message can be identified. Let’s suppose an MA has just
received a message, containing the following two sentences, from x for its user.

I am a customer interested in your products.
Please send me a product catalogue.

The intention of the first sentence is that the sender wants the user believe that
the sender is a customer. Intention of the second sentence is that the sender
wants a catalogue being sent from the user’s computer. These intentions can be
written as:

1: (Int x (Bel user customer(x)))
2: (Int x (Int user send(catalogue, x))

If the MA has a belief that the user intends to send a product catalogue to
anyone who asks, the MA can intend to send a catalogue to x. This rule can be
instantiated for x as:

(Bel ma ((Int x send(catalogue, x))⇒ (Int user send(catalogue, x))))
⇒ (Int ma send(catalogue, x)),

where x is the sender of the message. The MA learns this kind of rules by captur-
ing the user’s intentions using formula (3) and (4), and the sender’s intentions
using formula (5) and (6).

2.4 Related Works

Recently, various email assistant systems have been developed to provide auto-
matic email classification and processing. MailCat [3] relies on text classifiers
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to classify incoming emails into a predefined set of classes. Bergman et al. at-
tempt to integrate various agents to build email and personal assistant to provide
more sophisticated services like vacant notification using user’s schedule infor-
mation [4]. However, very little efforts have been made to consider emails as
human communication and process them based on speech acts and the sender’s
intentions.

3 Extracting Intentions From Messages

In this section, we propose a model of an intention extraction function, Iext,
that maps human communication messages (e.g, email) to a set of intentions.
The development of the model takes two steps. First, we use speech act theories
developed by Singh [5], Cohen and Levesque [6, 7, 8] to model a function that
maps performatives to intentions. We then discuss the use of dialog act classifiers
for extracting performatives from messages.

3.1 The Intention Extraction Function: Iext

The intention extraction function, Iext, defines a relationship between messages
and sender’s intentions. Since all sentences in a message could be put in the form
of performatives by using appropriate performative verbs [5], a sentence can be
written as a pair 〈a, p〉, where a is a performative and p is a proposition. A
message can contain several sentences. Thus, a message, m, can be represented
as an ordered set of 〈ai, pi〉, i.e., m = (〈a1, p1〉, . . . , 〈an, pn〉), where n is the
number of sentences in the message. Assuming messages are independent, we
can define intention extractor Iext as a function that maps a message to a set
of intentions:

Iext : M → ℘(I), (7)

where M is the set of all messages and I is the set of all intentions. If we assume
naively sentence independence, Iext can be defined as:

Iext : S → I, (8)

where S is the set of all sentences.

3.2 Intentions from Speech Acts

In this section, we discuss how speech act theory can be used to deduce the
message sender’s intentions. Then, we propose a simple algorithm for the in-
tention extraction function Iext(m). Speech act theory is an attempt to build
a logical theory that would explain dialogue phenomena in terms of the partici-
pants’ mental states [7]. The theory models how a speaker’s mental states lead
to communicative actions on what assumptions the speaker makes about the
hearers.
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To clarify terms used in speech act theory, let us consider an example of
speech act: “Please shut the door.” This sentence can be rewritten as “I request
you to shut the door.” Here, the performative verb used is “request” and the
proposition is “shut the door”. We can classify the speech act of the sentence as
directive illocutionary force. In this paper, we adapt the classification made by
Singh [5].

Using the formal speech act theory developed by Cohen and Levesque [6, 7, 8],
we can deduce speakers’ intentions from their speech acts. For example, upon
receiving a sentence containing a request speech act and a proposition prop, we
can deduce the following mental states of the speaker using the definition of the
request action in [6]:

(Bel speaker ¬p ∧ ¬q),
(Int speaker p),
(Des speaker � q),

where q is ∃e(Done hearer e; prop?), and p is a mutual belief between speaker
and hearer about certain conditions for the speech act to be appropriate. The in-
tuition is that when certain conditions meet (e.g., hearer is cooperative) hearer
will do an action e to bring about prop.

With their definitions, we could try to model a complete model of message
handling. In fact, various agent communication models have been developed
(e.g. KQML, FIPA-ACL) based on their speech act theory. However, human
communication messages do not have clear definitions of the sender’s intended
communication act. Using knowledge-based natural language parser is not only
too complex, but also error prone [16].

Here we propose a simple method that can acquire a sender’s intention
by adapting normative constraints for felicitous communication proposed by
Singh [5]. First, we introduce some notions to define an illocutionary force ex-
tractor function, Fext. Let A = F ×Prop be the set of all speech acts, where F
is the set of all illocutionary forces and Prop is the set of all propositions. If
a ∈ A is a speech act, it is defined as a = 〈i, p〉, where i is an illocutionary force
and p is a proposition. Then, the illocutionary force extractor function, Fext, is
defined as:

Fext : S → A, (9)

where S is the set of all sentences. This function is modelled in section 3.3 using
dialog act classifiers.

Once we have the type of the speech act identified for a sentence, we can
reason what the sender’s intention is for saying the sentence. That is, if the
illocutionary force of a sentence is directive (e.g., I request you p), the intention
of the sender is to make the user intend p. If it is assertive (e.g, I inform you p),
the intention is to make the user believe p. If it is commissive (e.g., I promise
you p), the intention is to make the user believe that the sender is intending p.
If it is permissive, the intention is to make the user believe that the user can
intend p. If it is prohibitive, the intention is to make the user believe that the
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Function Iext(message): Returns a set of intentions, I.
1 Set I := { };
2 Set x := Sender(message);
3 For every sentence s in message;
4 < i, p >← Fext(s);
5 If i is directive, add (Int x (Int user p)) to I;
6 If i is assertive, add (Int x (Bel user p)) to I;
7 If i is declarative, add (Int x (Bel user p)) to I;
8 If i is commissive, add (Int x (Bel user (Int x p))) to I;
9 If i is permissive, add (Int x (Bel user can(user, p))) to I;
10 If i is prohibitive, add (Int x (Bel user ¬can(user, p))) to I;
11 End For;
12 Return I;

Fig. 1. Intention extraction function: Iext

user cannot intend p. From this, we can formulate an algorithm for the intention
extraction function, Iext, shown in (Fig. 1). Formula (1), (2), (5), and (6) can
be used to deduce the sender’s mental states from the intentions extracted.

Once an MA acquires the sender’s intentions and if the MA is required to
satisfy the intentions, it needs know if the intention can be satisfied or not.
Singh [5] proposed a formal semantics for speech acts that provides semantics
what it means by a speech act is satisfied in term of possible world semantics. For
example, ”shut the door” is whole-heartedly satisfied if the hearer knows how to
shut the door, intends to shut the door, and the door is shut by hearer in some
future after the speaker utters the speech act. In regard to an MA, a speech act
of a message is whole-heartedly satisfied if the MA knows how to bring about
the goal, intends to perform it, and performs it in some future time.

3.3 Dialog Act Classifiers

Traditionally syntactic and semantic processing approaches have been used for
dialogue act classification, but they are error prone [16] and requires intensive
human effort in defining linguistic structures and developing grammars [17].
Several statistical approaches have been proposed to overcome these problems.

Garner et al. [18] developed a probabilistic dialog act classifier. Their classifier
takes an utterance of a speaker and classifies it into one of pre-defined dialog
acts. Their classifier is simply a Bayesian:

D = arg max
D′

P (W |D′)P (D′) (10)

where D is the most probable dialogue act describing the illocution of a string
of certain words W. Their classifier showed recognition rate of 50% using a very
simple unigram model. They proposed to use a more involved N-gram Markov
model to improve recognition rate.

Reithinger et al. [16] developed a dialog act classifier used in VERBMOBIL.
VERBMOBIL is a translation system for face-to-face human dialog translation.
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They claim that its recognition rate for their predefined 43 dialog acts is 75%
with English dialogues. In [19], both the dialog act and the concepts of a sentence
are extracted by Bayesian classifiers. It reports that the recognition rate of 26
dialog acts is 58% on travel arrangement conversations whereas the conventional
grammar-based approach achieves the rate of 50%.

Another advantage of probabilistic approaches over traditional syntactic and
semantic processing is that no expensive and error-prone deep processing is in-
volved. Using these classifiers, we can define our illocutionary force extractor
function, Fext:

Function Fext(sentence): Returns a speech act <i, p>.
(D,c) <- DialogueAct(sentence);
p <- Proposition(sentence,D,c);
i <- Illocution(D);
Return <i, p>;

DialogAct(sentence) is a function that returns the performative of the sentence
and a concept. It can be implemented using the probabilistic dialog act clas-
sifier [19]. Proposition(sentence,D,c) parses the sentence syntactically for ar-
guments and returns a proposition. Illocution(D) is an indexing function that
simply maps performative verbs into predefined illocutionary forces.

4 Semantic Communication Framework

Much of the difficulties in messages processing is not only from the complexity
of the system itself, but also from the difficulties in interpreting human written
messages. Despite the increasing number of communication messages that users
have to handle, machine inaccessible messages virtually leave all messages to be
handled manually.

The same problem has been already recognized in Web technologies. The
simplicity of Web technology despite its successes has already caused bottle-
necks that hinder searching, extracting, maintaining, and generating informa-
tion [20]. In 1999, Tim Berners-Lee envisioned a Semantic Web after observing
the problems in Web technology. He proposed a semantic representation of data
accompanied with ontologies. Already much efforts have been made toward such
vision and several representation standards of the Semantic Web have been de-
veloped: XML, XMLS, RDF, and RDFS. Furthermore, ontology languages such
as OIL, DAML, and DAML + OIL. DAML + OIL have been proposed as the
basis of a semantic working group of the W3C [20].

On the other hand, agent communication languages (e.g., KQML, FIPA-
ACL) have been developed based on speech act theory. Speech act theory helped
defining the type of message by using the concept of the illocutionary force, which
constraints the semantics of the communication act itself [12, p.87].

Similarly, those approaches can be applied to structuring human communi-
cation messages to simplify system design. That is, if the sender’s intentions are
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Fig. 2. The overall structure of Semantic Communication Framework (SCF).
This shows Smart Email Assistants (SEAs) and Smart Domain Assistant (SDA)
providing a control structure for the ontology exchange service

clearly defined and the contents of messages are machine accessible, message
processing can be much simplified.

However, forcing users to structure their messages will simply not work. For-
tunately, recent developments on ontology tools for semantic Web shows some
hope of making this approach feasible. That is, if there are tools available that
can provide free semantic mark-ups for composing messages, users can structure
their messages without much additional effort. This issue in Web page authoring
has been discussed by Hendler [21].

From this discussion, it seems clear that combining the semantic Web tech-
nology and an agent communication language might provide a solution for full
automatic message processing. The semantic Web provides both layout and se-
mantics data. Standards developed for agent communication languages can be
used to provide the overall control structure.

Therefore, we propose Semantic Communication Framework (SCF). In this
framework, MAs facilitate exchange of ontologies and Web forms between users.
Messages are also structured as semantic Web forms with constructs borrowed
from agent communication languages. Furthermore, MAs help users compose
messages with ontologies and Web forms that have been retrieved from other
users. Unlike Web servers, MAs do not run scripts in Web form, and they must
work asynchronously, on-line/off-line, and have access to local resources. The
main purpose of the framework is to vision how ontology, semantic Web tech-
nology, and agent technology can be integrated to provide automatic message
progressing and composing. The major components of the framework is shown
in (Fig. 2). In the figure, the email assistants retrieve the recipients’ ontologies
and forms in order to assist their users in composing semantic messages which
define clearly what the senders’ intentions are.
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5 Discussion

Our approach departs from current ad-hoc and application specific approaches by
developing a message handling system based on sound formal theories of human
communication and rational behavior. Our simple but general model captures an
intuitive description of the desired characteristics of a message handling system.

Interpreting a theory of rational agency on a problem to develop a generic
agent model that can be reused called agent-based or agent-oriented approach
[22]. In this paper, we apply an agency theory to a software agent description,
and also use it to characterize the relationships between a software agent and
human agents. In addition, we use speech act theory to identify appropriate
relationships between an MA, the user, and the other human agents with whom
the user interacts.

The proposed model of an intention extraction function defines how the in-
tentions of messages can be extracted without using complex knowledge-based
approaches. This function provides a new message classification framework and
vital information on what needs to be done with each message.

Furthermore, our brief introduction of a semantic communication framework
identifies fundamental problems in automatic message handling and key tech-
nologies that can be combined to provide a feasible solution for future automatic
message composing and handling systems.

6 Conclusion

We have developed a simple model of a generic message handling assistant from
an intuitive description of their characteristics and desired behaviors. The simple
model enabled us to see how intentions can be used in user modelling and how
the intentions of both the user and the sender can be used in processing messages.

From this motivation, we proposed a model of an intention extraction func-
tion that extracts intentions contained in messages. The function first converts
each sentence of a message to a tuple of (performative, proposition). The tuples
are then converted to intentions using the normative constraints for felicitous
communication proposed by Singh [5].

We further proposed a semantic communication framework which integrates
key agent and Internet technologies for composing and exchanging semantic
messages.
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Abstract. Searching for information on the Internet remains a difficult
task, despite considerable progress in search engines, such as Google. One
difficulty for many users is to formulate a suitable search query. In this
paper we propose a new interactive query refinement process that helps
the user to articulate their information needs by supporting the word
sense disambiguation of search terms as well as by dynamically generat-
ing potentially new relationships among several search terms, based on
analysing the retrieved documents.
The main functionality of our system, called WebConceptualizer, pre-
sented in this paper support the following: 1) the user’s awareness of the
different word senses of query terms. 2) to visualise a network of con-
cepts surrounding the query terms in a graph structure that allows the
user to operate at the conceptual level rather than the term level when
articulating their information need. 3) the identification of documents
whose content reflects a particular word sense rather than just the query
words as such.
Our initial experiments with the implemented prototype shows a good
accuracy in recognising the correct word sense of the main topic of the
document. The user interface has not been systematically evaluated as
yet. However, the usability seems rather good based on a verbal reports
from a few test users.

Keywords: Knowledge Acquisition, Interactive Query Refinement for
Concept-Based Web Search, Ontology.

1 Introduction

Searching for information on the World-Wide Web remains a difficult task, de-
spite considerable progress in search engines, such as Google. Support for users
in formulating suitable queries are rather limited in current search engines. An-
other weakness of current search engines concerns the appropriate retrieval of
documents which cover a number of topics, where a single topic is only discussed
in a particular section of that document. It would be desirable to segment the
document and to allow the retrieval of the various segments each covering a
single topic.

Ideally, a user iteratively refines their search queries by evaluating prelim-
inary search results and by modifying the query resulting in a more precise
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description of the user’s information need. In many cases users find it difficult
to precisely articulate their information need. An iterative process that makes
the user aware of different meanings of the search terms in different contexts
promises substantial potential for improving the current state of web search en-
gines. Furthermore, providing the user with possible additional search terms that
would identify a particular word sense of a previously entered search term is also
desirable.

Existing approaches to Web search engines that attempt to satisfy a user’s
information need can be distinguished by the following aspects:

1. What are the main measures for their approaches to web search?
2. To what extent is the context in which search terms occur in a document

taken into account.
3. How is the user-intended word sense of a search term determined, if at all?

In this paper we present our work towards addressing both of the above
problems. Our work goes beyond current approaches in the latter two of the
above mentioned aspects.

This paper is organised as follows: The following section 2 presents current
approaches to web search and analyses them with respect to the above criteria.
In section 3 our approach of conceptual search is presented. Finally, we present
first experimental results in section 4. Section 5 contains the conclusions that
can be drawn so far as well as it outlines future work.

2 Current Approaches to Web Search Engines

In the following we review the main ideas underlying current web search engines.
We will discuss the following three types of search engines and their respective
user interfaces in turn: Term-based, Taxonomy-based, and Concept-based ap-
proaches.

2.1 Term-Based Approaches

The Term-Based Approach (e.g., as used in Google [1]) considers a vector model
of documents and queries. A vector of term frequencies in both, the document
as well as the query, is used as the basis to compute similarities between a query
and the various documents available. It can also be used to compute similari-
ties between different documents. This is a well-known approach from the long-
established field of information retrieval. In the case of handling html-documents,
the term vector may also include various meta-information represented in the
html-code.

Term-based approaches tend to show the following shortcomings:

– Short and generic query terms have shortcomings to represent the user’s
information needs, since the user’s information needs are based not on words
but rather on topics being addressed in the documents.
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– Boolean queries are not very useful, as it turned out to be too complicated for
most people. The complication is caused by the difficulty of expressing the
user’s information need, which is concept-based rather then term-based. I.e.
to exhaustively express a certain concept it is often necessary to formulate
a very complex boolean, term-based, query as many terms may have a rele-
vant relationship with a single concept. Techniques, such as latent semantic
indexing [2] are targeted to address this problem. However, the success of
such techniques is limited. An interactive and incremental query refinement
process which increasingly captures the concepts relevant to the user’s infor-
mation need is very desirable.

The term-based approaches generate usually long lists of documents upon
a web search query. The performance of such an approach is usually measured by
the two quantities of recall (the fraction of relevant documents actually presented
in the list to the user) and precision (the fraction of relevant documents in the
list of retrieved documents).

2.2 Taxonomy-Based Approaches

The goal of taxonomy-based approaches is to resolve the information-overload
problem, caused by a usually long list of retrieved documents in a term-based
approach, by providing a set of document clusters (or categories) and organising
them in a hierarchical structure. According to which topical theme these clus-
ters are formed is either determined by a term taxonomy provided by human
experts or is dynamically determined on the basis of the retrieved documents.
Advantages and disadvantages of each way of forming topical themes is discussed
below using the examples of NorthernLight and Grouper.

One of the early taxonomy-based approaches are web catalogues, such as
Yahoo [3], which consist of a huge human-classified catalogue of documents which
can be browsed through by following a pre-defined hierarchical structure. The
assignment of documents to the appropriate category is accurate only in the
context the human classifier assumed. Not only the number of documents on the
web grows rapidly they also change their content. Furthermore, new relationships
between terms emerge over time which require an re-categorisation of already
manually categorised documents. E.g. the concept of travel agent may now also
include an automatic web agent that can book a trip - not only the traditional
human travel agent.

An alternative approach to manage the ongoing growth of Web is to take
the help of Web users, such as the Open Directory Project (ODP) [4], where
everyone is invited to contribute by providing new categories and classifying
documents.

Both systems allow to query for related categories. It allows a user to start
from somewhere relatively close to the appropriate category in the taxonomy
and end up at the appropriate category after some search.
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However, they still have following limitations:

– The manual update, in Yahoo, is not fast enough for World-Wide Web and
its dynamic nature. On the other hand, in the ODP, the fact that many
users contribute to it and that there will be many different views of what is
a sensible grouping as well as different understandings of involved concepts,
the ODP does not represent a universally usable catalogue.
Even within a single organisation it is often difficult to find agreement on the
boundary of certain topics and terms among different users, not be to a user
outside of the organisation. For example, someone considers “Agent” as “a
representative (person) who acts on behalf of other persons or organisations.”
On the other hand, someone will include “Soft agent” in their understanding
of “Agent”. Thus, conceptual abstractions will only be appropriate in a given
context or set of contexts.

– In ODP, it is not easy to identify relevant categories as query result because
the categories have static category descriptions. Ideally, each category would
extract a dynamic category description from the meta-data of included doc-
uments. For example, when the user queries for “Agent” coming from the
“Data Mining” category, a new category should be created and connected
to the related pre-existing categories.

– The category structure is static. If some parts (i.e. meanings in certain con-
texts) of a category change, the connections among categories may need to be
changed as well. For example, initially “Agent” has no connection with “Mo-
bile Computing”. But when “Mobile Agent” related documents are added
to the “Agent” category, a new connection between “Agent” and “Mobile
Computing” should be created.

Another approach consists of automatically creating a hierarchical view of
a ranked list, such as in the Scatter/Gather System [5], WiseNut [6], Vivisimo [7],
NorthernLight [8], or Grouper [9, 10]. Their goals are: 1) to create a hierarchical
view automatically for each query, 2) to assign only relevant documents for
a query into each category at run time, and 3) to provide a user interface which
allows iterative and hierarchical refinement of the search process.

– Scatter/Gather System [5]: It allows a user to select one or more categories
and to re-cluster them in an iterative and hierarchical manner. A category
can be subdivided into more fine-grained categories in order to be manage-
able for browsing. However, because the re-clustered categories do not con-
sider the terms’ dependencies, they show poor semantics and the re-clustered
sub-categories do not reflect their relationships with the other categories. For
example, let us assume a user starts his query with “AI” and “Database”
categories, and they share some documents about “Data Mining”. When he
re-clusters the “AI” category and obtains, among others, a “Data Mining”
sub-category, the “Data Mining” sub-category should be connected with
both, the “AI” category as well as the “Database” category.

– NorthernLight [8]: It performs a semi-post-retrieval clustering, based on
a static, manually constructed hierarchy of topics, which again has the prob-
lem of untimely updates. It indexes documents by classifying each document
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against multiple topic tags from a 20,000 terms’ subject hierarchy manually
developed by librarians. To cluster query-matched documents, it tries to ex-
tract the most important topic tags among the query-matched documents.
The extracted topic tags become the result categories. The importance of
topic tags is assessed based on the occurrence frequencies of terms in the
documents.
However, the NorthernLight approach suffers from the following weaknesses:
1. The sub-categories which NorthernLight uses are, at least for technical or

scientific queries, often not well chosen, only a fraction of those categories
are often adequate.

2. the manually constructed hierarchical topic-tag structure does not con-
sider all the relevant semantic connections between categories. As a con-
sequence semantically linked categories cannot be reached by following
the offered sub-categories.

3. documents which cannot easily be assigned to a single specific category
are usually assigned to a very general category. This makes the retrieval
of those documents difficult as there are too many documents associated
with those broader categories.

4. the query results are too much dependent on the order of query term
combinations. For example, a query of “Intelligent Agents” returns 4,402
items. In contrast to that contains the result for the initial query “Agent”
a sub-category “Intelligent Agents” which has only 486 items.

This phenomenon is due to the fact that documents in the hierarchical cat-
egorisation are mostly only categorised into a single category, hence leaving
those documents out which fall into the competing sub-categories at the
same level. See also Figure 1. This is common problem of taxonomy-based
approaches.

– Grouper [9, 10]: It executes a query-focused post-retrieval clustering, rely-
ing on automatic detection of phrases from retrieved documents to group
search results. Grouper’s principal idea is the “User-Cluster Hypothesis”:
“Users have a mental model of the topics and subtopics of the documents
presented in the result set: similar documents will tend to belong to the
same mental category in the users’ model. Thus the automatic detection of
clusters of similar documents can help the user in browsing the result set.”
To identify suitable clusters, it is generally assumed that “documents on the
same topic will share common phrases.” Grouper II [10] generates interac-
tively a hierarchical structure by providing dynamic indices for non-merged
phrase clusters. The major problems of this approach lie in the fact that the
resulting groupings are much less than the one ideally being formed. Tech-
nical reasons for that seem to include the fact that the dynamic indices do
not support any contextual information to assist the user in their selection.
Furthermore, just matching phrases is not enough to discover the semantic
similarity among documents as it is not clear how important a particular
phrase for the content of a document really is.
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Fig. 1. The problem of using hierarchical categories and phrase matching. In
the left hand image the entire grey area is retrieved upon the initial query of “
Intelligent Agent”. In the right hand image the retrieved documents are shown
only in the grey area in the middle. The shaded area on the left and right is
categorised into “Software Agent” and “Travel Agent” and hence not found
under the sub-category of “Intelligent Agent”

3 Our Concept-Based Approach

More modern approaches in Information Retrieval have started to consider term
dependencies to achieve better retrieval results. They represent such term de-
pendencies as a vector model. For example, a context vector for a term t can be
generated by using the terms occurring close to term t in a text, see e.g. [11, 2],
[12, 13], or [14].

3.1 Our Approach

Our approach goes beyond the work discussed above. We support an interactive
and incremental querying process: The objective is to have a user-system in-
teraction where the system reflects the content of actually available documents
and guides the user to refine their search query to an extent that results in far
superior quality of the eventually found documents. This is somewhat similar to
NorthernLight or Grouper but it is not limited to terms. It rather operates on
the conceptual level.

The rationale behind it is that even experienced users are unable to formulate
sufficiently precise queries as they are not aware of all the documents and the
different ways search terms are used in different contexts in documents.

This is envisaged to be achievable by allowing the user to browse through
a comprehensive network of terms and their different word senses in which it
is possible to refine the articulation of the user’s information needs resulting in
a manageable number of retrieved documents.

Interactive Conceptual Query Refinement Our approach aims at allowing
an interactive session with the user where the user articulates their information
needs in form of increasingly detailed queries. This is supported by providing the
user with information concerning the various possible meanings of query terms
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as well as information about the associated documents. The user has access to
the related documents to allow them to verify what meaning of a term they are
really interested in.

The main functions we provide in the current implementation are the
following:

1. A starting point for the conceptual search by disambiguating query terms. In
our approach the user is guided towards expressing their information needs
in concepts and their relationships, rather than in often ambiguous terms.
To start off this process for the initial query terms all different word senses
listed in WordNet [15, 16] are used to build an initial concept graph. To
provide a visual representation of the concepts and their relationships (it
is originally textually represented), we employ a graphical depiction of the
mathematical lattice based on Formal Concept Analysis [17, 18]. Each node
in the lattice represents a concept. The visual interface allows the user to
modify the displayed concept structure by using operators, such as concept
deletion, concept combination, or concept separation.

2. The query terms are interpreted at the conceptual level (Synsets in WordNet)
and incorporated into the conceptual model of the user’s information need.

Formal Concept Analysis (FCA) is used to construct a context-based and
data-centred model of the concepts surrounding the different word senses of the
query terms. The lattice-based conceptual structure can provide a meaningful
and comprehensible browsing structure. The mathematic background of Formal
Concept Analysis is provided in detail in [17, 18].

4 Experiments

The following sample session shows how a user can use our WebConceptualizer to
view and browse the different word senses of the query terms and supplementary
information.

4.1 Sample Search Session

Firstly, when the user inputs query terms, the terms are passed to the text pre-
processing module to filter out stop-words, to obtain the stems of key-words,
and to get the syntactic category (possible parts of speech) of the stems.

For instance, the input term “Java” has three senses (land, coffee, and pro-
gramming language) and, each sense (Synset on WordNet) has its own descrip-
tion. Each description consists of a list of synonymous words, definitions, as
well as pointers that describe the relations (e.g., hypernym/hyponym) between
a sense and other senses. The semantic relations among the concepts are rep-
resented in a lattice structure as in the window in the upper left-hand corner
of Figure 2. Each node, in the lattice structure, is a Formal Concept keeping
its own contextual information. A path, from “Top” node to “Bottom” indi-
cates a sequence of increasingly specialised concepts, each being a subconcept of
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Fig. 2. Our concept-based user interface

the concept associated to the preceding node above it. For example, the “Java”
node is the generalised concept for both “Java (island)” and “Java (coffee)”.
Conversely, “Java (coffee)” is the specialisation of concept “Java” in Figure 2.
This concept graph can be changed by adding or deleting a sense of a term, i.e.
adding or deleting a node in the graph. The various paths going through a node
are automatically generated (in case of node addition) or rerouted/deleted in
case of a node deletion.

Finally, the constructed graph, reflecting the user’s information need at the
conceptual level (with selected word senses of search terms), can be stored in
a semi-structured RDF format at the user’s request. For example, the description
of concepts and their relationships over the term “Java” with respect to “pro-
gramming language” can be stored as a concept structure for the user about
“Java”. The stored concept structure can be reused for later searches. As it does
not depend on temporary data such as traditional bookmarks or user profiles
but rather on the conceptual description of the user’s interests, it can be re-used
in a more general way. For example, a bookmark can retrieve only an html-
document via a fixed URL, but conceptual descriptions can be reused for the
identification of conceptual similarity for new html-documents.

To illustrate this, let us assume that another interest of the user concerns
“Education” related documents, and he wants to restrict the meaning of “Java”
to the sense of “programming language”. As the user already had predefined and
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stored knowledge through a previous search session about his interest in “Java”,
he can reuse that knowledge. In WordNet, “Java” and “Education” do not have
any lexical connection, which is a limitation of WordNet but should not impede
the capabilities of our tool.

However, not all relevant relationships can realistically be predefined. For
example, “Java” (as programming language) may be an educational course, but
“Java” (as coffee) cannot be (at least much less likely). Therefore, a good re-
trieval system should allow the user to make word-sense specific decisions. In
our WebConceptualizer, the user can instantiate the connections between two
concepts by using the mentioned concept operations.

Our current implementation offers the following features and information (see
Figure 2):

1. The different word senses of the query terms (obtained from WordNet) in
the upper right sub-window in Figure 2.

2. The concept graph allowing manipulation by deleting/adding conceptual
nodes (word senses) as well as combining different concepts by logical oper-
ators. (See upper left sub-window in Figure 2.)

3. “Html Summary” which summarises the header part of the document, and
extracts keywords used as hyper-link labels or highlighted words (e.g., head
titles, words in boldface). See the bottom right sub-window in Figure 2.

4. “Content Structure” which analyses the syntactic structure of html tags,
such as a header title and its sub-header titles which have a semantic re-
lationship within the document. An example is shown in the bottom right
sub-window in Figure 2.

5. “Query Terms” which provide a set of candidate keywords extracted from
the documents based on word frequency. By using those keywords in the next
query refinement the articulation of the user’s information need can be made
more precise. Those additional keywords can also expand the conceptual
graph in the upper left sub-window.

6. The system also provides a measure of conceptual matching between a node
in the conceptual graph and the retrieved documents. This is discussed in
more detail in Subsection 4.2.

4.2 Experimental Results on Topic Recognition

For each of the 10 sample documents about “Java” the list below show the man-
ually determined main topics (determining the different word senses of “Java”):
For example, H1’s main topics are “Programming Language” and “Coffee” and
H6’s main topics are “Coffee” and “Island”.

Programming Language: H1, H2, H3, H4, H5, H9
Coffee: H1, H3, H6, H8, H9, H10
Island: H1, H2, H3, H6, H8, H9, H10
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Table 1. Similarity Measure of the various documents and the shown word
senses of “Java”

Program(%) Coffee(%) Island(%)

H1 77.62 48.26 47.1

H2 4.62 11.63 88.37

H3 33.33 33.9 59.32

H4 95.65 48.89 51.11

H5 93.75 44.8 46.4

H6 22.22 40.74 59.26

H7 ASP ASP ASP

H8 18.18 27.08 64.58

H9 90.79 44.81 44.81

H10 47.62 85.83 14.17

Table 2. Conceptual Similarity Measure of document

Broadcast(%) Course(%) Software(%)

H1 55.17 37.14 53.57

H2 60.0 30.51 60.0

H3 78.35 19.53 56.76

H4 37.5 43.37 53.12

H5 52.0 48.0 38.46

H6 18.4 54.55 44.86

H7 50.93 39.83 58.41

H8 36.54 18.09 81.72

H9 44.44 24.6 73.5

H10 45.83 31.4 66.28

For each document their conceptual similarity for those three topics are cal-
culated as shown in Table 1. The numbers show the calculated degree of match
between the various word senses and the main topic(s) being discussed in the
document. The italic numbers indicate that the corresponding topic is discussed
in the document (as determined manually) while the boldfaced italic numbers
indicate the manually determined main topic or main topics of the documents.

In Table 2 we see results for the three word senses of “program” (in broad-
casting, in educational courses and in computer programming).

In our current implementation, the entire document is used for the concep-
tual similarity calculation by using the information on the different word senses
in WordNet. Even though, the similarities are calculated on the basis of the
entire document, main topics from those html-documents in Table 1 were recog-
nised with a precision of 88%. For the 10 documents in Table 2 main topics
were recognised in 80% of the cases. While this is not a systematic or rigorous
evaluation it provides some evidence that a reasonably accurate recognition of
the user word sense in t document topic can be recognised successfully.
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The main topics in H1, H3, H4, H5, H6, H8, H9 and H10 were successfully
identified. H7 is a document which was generated by ASP, and we are currently
unable to process such documents. Hence, the only failure to identify the main
topic correctly occurred in H2. In case of H2, the terms “coffee” and “island” are
frequently used together with the term “Java”, however they are domain jargon
in the “programming” domain. For example, in “Java coffee”, the combination
of “coffee” cannot affect the original word sense of “programming language” of
“Java”.

We found it rather easy for the user to browse the conceptual hierarchy as
shown in the graph to refine the search query to reflect the information need
more precisely.

5 Conclusions and Future Work

In this paper we discussed the limitations of previous approaches to more in-
telligent web search and browsing facilities (term-based and taxonomy-based
approaches). The novelty of our approach lies in a new user-interaction model
for a concept-based web search. Our approach allows to exploit conceptual de-
pendencies in the process of querying for and the automatic categorisation of
documents. Documents are selected on the basis of conceptual similarity rather
than term-based similarity. The user is supported in specifying the specific sense
of an entered search term which in turn is evaluated on the basis of the associ-
ated terms indicative for the chosen word sense of the term t rather than merely
the occurrence the involved term t as other approaches do.

In this paper we present the ideas of an advanced user interaction model for
web search. The necessary techniques to automatically produce highly accurate
categorisations and to produce semantically appropriate related terms etc. are
still under further development. We believe that the presented ideas as well as
the current prototype implementation of WebConceptualizer are inspiring and
stimulate constructive discussions.

Future work will investigate the applicability of statistical approaches to iden-
tifying new terms indicative for a certain concept from a collection of documents
rather than from a static source, such as WordNet. A successful technique will
allow to keep up to date with the latest developments of term usage as well as the
development of new concepts being discussed in web documents. Furthermore,
it will also ensure a more complete coverage of concepts than a source, such as
WordNet, is currently able to be.

Another issue of interest for our further research is the observation that the
scope of the context of an individual term occurrence is not necessarily the en-
tire document: Even though the entire document is what is being classified, it
does not mean that the frequencies of terms over the entire document should be
used to classify the document, since the document may describe several topics.
By extracting only the relevant document segments (i.e. paragraph, sentence,
words), one would expect a more accurate classification of documents. For ex-
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ample, traditional methods, such as Inverse Document Frequency and Deviation
Measure of Terms, can be applied to the context-focused partitions for retrieval
performance.
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Abstract. The core of the study into the semantic web is ontologies.
Ontologies have been actively studied in many areas for a long time.
There has been a great deal of effort reported in building ontologies. In
the study of a semantic web, the ontologies are constructed using the
RDF Schemas and OWL Capabilities. The RDF Schemas and OWL
Capabilities can deal with the many relationships that occur when on-
tologies are constructed, but it is not inadequate for managing spatial
relations. This paper defines the new axioms for representing the spatial
relations based on the Description Logic as a web ontology regarding
nations was built. The ontology was then represented using the OWL.

1 Introduction

As the web advances, users want a more semantic information search. For a semantic
search, ontology is very important in the study of the semantic web. Many studies
regarding ontologies involved developing methods for building ontologies as well as
the various markup languages for expressing the web ontologies. Although there are
many methods reported for assembling web ontologies over the last five years, they
are still inadequate for constructing the perfect web ontologies.

In the study of ontologies, careful consideration should be paid to the accurate
classification of the specific item and the adequate way for representing the relations
that occur among concepts when the domain ontologies are constructed. When the
relationships among the concepts are built, various other relationships occur. Re-
cently, there was an attempt to build web ontologies using the OWL Capabilities
based on Description Logic[1,2].

This paper emphasizes the importance of spatial relationships for constructing the
web ontologies, and suggests a method for representing the spatial relationships.
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This paper is organized as follows. Section 2 explains the related works on the
Semantic Web, the Markup Languages, Description Logic and Spatial Description
Logic[3][4][5]. Section 3 shows a representation of the spatial relationships, and
expresses the spatial relationships using the OWL language. Section 4 illustrates the
propriety of our suggestion. Finally, conclusion and future works are presented in
section 5.

2 Related Works

2.1 Semantic Web and Ontologies

The current web aims to expand the quantity but the semantic web, known as a trust
web, means an expansion of quality. The semantic web appears correct to be called an
evolution of the web than calling it a reformation of the web. Tem Berners-Lee who
proposes the semantic web said that The Semantic Web is an extension of the current
web in which information is given a well-defined meaning, better enabling computers
and people to work in cooperation[3]. The Semantic Web will enable intelligent
services such as information brokers, search agents, information filters etc. Such
intelligent services on the knowledgeable web should surpass the currently available
versions of these services, which are limited in their functionality, and only work as
stand-alone services that do not interoperate.

Two things constituting the semantic web are ontology, which represents the se-
mantic constitution, and markup language, which represents well-defined informa-
tion. Humans and machines should communicate with each other in order to realize
the semantic web to process and interpret information. The languages for representing
information are XML for representing information structures and RDF, DAML, and
OWL for representing the information meaning, have been developed and standard-
ized in various ways using W3C[1, 2, 3, 15].

2.2 Description Logic

Description Logics are considered to be a structured fragment of predicate logic. The
basic types of a concept language are the concept, roles, features, and the individual
constants. A concept is a description gathering the common properties among a col-
lection of individuals. Inter-relationships between these individuals are represented
either by means of the roles or the features. The individual constants denote the single
individuals. According to the syntax rules in table 1, concepts (denoted by the letters
C and D) are built out of atomic concepts (denoted by the letter A), roles (denoted by
the letter R), and features (denoted by the letter P), and individual constants (denoted
by the letter a). The roles are built from the atomic roles (denoted by the letter T) and
features [8].

Description Logics can support a definition language for role expression of the
concepts and represents complex concepts and relationships from simple concepts
and relationships. The concept is the same as the class and individual relation. De-
scription Logics are used for database schema to represent structure information. In
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addition, Description Logics are fundamental to RDF/RDFS/OIL/DAML/OWL. Ta-
ble 1 shows the constructor, syntax and semantics in using Description Logics.

Table 1. Constructor, Syntax and Semantics of Description Logic

Constructor Syntax Semantics
Concept A AI  I

Role name R RI  I  I

Conjunction C D CI DI

Value restriction R.C {X  I | y.(x,y)  RI  y  CI}
Existential quantification R {X  I | y.(x,y)  RI}
Top I

Bottom Ø
Negation(C) ¬A ¬ C I \ CI

Disjunction(U) C  D CI DI

Existential restriction(E) R.C {X  I | y.(x,y)  RI  y  CI}
Inverse role R {(y,x) | (x,y)  RI}

2.3 The Description Logic ALC(D)

ALC(D) is an extension of the well-known Description Logic ALL by the so-called
concrete domains. First, a concrete domain is specified [5].

Concrete Domain
A concrete domain D = (dom(D), pred(D)) consists of

 a set dom(D)(the domain), and
 a set of predicate symbols pred(D).

D
D D

Definition of ALC(D)
Let NC, NR, and NF be disjoint sets of concept, role, and feature names. The set of

ALC(D)-concepts is the smallest set such that

1. every concept name is a concept and
2. if C, D are concepts, R is a role or a feature name, P pred(D) is an n-ary predi-

cate name, and u1,…,un are feature chains, then (CuD), (CtD), (¬C),( R.C),(
R.C), and P(u1,…,un) are concepts.

Concepts of the form P(u1,…,un) are called predicate restrictions, and concepts of the
form ( R.C)(resp.( R.C)) are called universal (resp. existential) value restrictions.
In order to fix the exact meaning of these concepts, their semantics are defined in the
usual model-theoretic way.



80      Hyunjang Kong et al.

Interpretation
An interpretation I = ( I,  I) consists of a set I and an interpretation function  I. The
sets D and I must be disjoint.

The interpretation function maps each concept name, C, to a subset, C I of I, each
role name, R, to a subset RI of I I, and each feature name f to a partial function fI

from I to D I , where fI (a) = x will be written as (a,x) fI. If u=f1 … fn is a feature
chain, then u I denotes the composition, , of the partial functions, 

. The semantics of the concept terms in ALC(D) can then be extended as follows :

\

D

D

2.4 The Description Logic ALC(Drcc8)

The Region Connection calculus RCC-8[6][7][8] is a language for qualitative spatial
representation and reasoning where the spatial regions are regular subsets of a topo-
logical space. The regions themselves do not need to be internally connected i.e. a
region may consist of different disconnected pieces.

As the concrete domain in ALC(Drecc8), Drcc8 is the set of all the non-empty regular
closed subsets of  the topological space R2.  Drcc8 is obtained by imposing a union,
intersection, composition and converse operations over the set of the elementary
binary relationships between the regions i.e.(PO, NTPP, TPP, EQ, TPP-1, NTPP-1,
EC, DC) where the intended meaning of the elements are respectively Proper Over-
lap, Non Tangential Proper Part, Tangential Proper Part, External Connection, and
DisConnected. Fig. 1 shows some elementary relationships between two regions, X
and Y.

Fig. 1 Examples for the eight base relationships of RCC-8
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3 Defining the New Axioms for Representing
the Spatial Relationships Based on Description Logic

Many relationships occur when web ontologies are constructed. The spatial relation-
ships of the variety relation also take place quite often. The main idea of this paper is
to handle the spatial relationships that occur when web ontologies are constructed.
The existing methods for representing the relationships do not have the capability to
manage the spatial relationships.

In order to deduce the relationships between the spatial regions, ALCRP(D) was de-
veloped by extending the DL ALC(D). It provides a foundation to support the spatio-
terminological reasoning with DLs[9][10].

This paper defines the new axioms for representing the spatial relationships based
on the ALCRP(D) and uses them construct web ontologies. There are many spatial
relationships. Fig.2 shows the hierarchy of the spatial relationships.

Fig. 2. The hierarchy of the spatial relationships

However, it is too difficult to define all the spatial relationships. Therefore, two spa-
tial relationships, which are ‘disjoint' and ‘touching', are basically defined.

This section introduces the concept that the ALCRP(D) is more suitable for de-
scribing the spatial relationships. Using ALCRP(D)'s role-forming predicate-based
operator, a set of complex roles can be defined based on the mentioned RCC-8 S2

predicates. Subsequently, ‘disjoint' and ‘touching' could be defined as follows:

Disjoint    ∃(has_area)(has_area).dc
Touching  ∃(has_area)(has_area).ec

where has_area is the feature to relate abstract individuals. Fig. 3 illustrates the
spatial domain and abstract domain regarding the ‘disjoint' and ‘touching' relation-
ships.

The ‘dc' and ‘ec' predicates of RCC8 can be represented as follows:

C(X1, X2) ∃x  x X1  X2

DC(X1, X2) ¬∃x  x X1  X2

EC(X1, X2) C(X1, X2) ¬∃x  x X1  X2
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Fig. 3. The spatial and abstract domain regarding ‘disjoint' and ‘touching'

The RCC language contains only one primitive predicate C(X, Y), which repre-
sents ‘region X, is connected with region Y'.

In above contents, the spatial relationships that occur between the regions are rep-
resented. This paper, defines new axioms regarding the ‘disjoint' and ‘touching' rela-
tionships, which occur among the concepts based on ALCRP(D) are used when  con-
structing web ontologies.

New axioms of the ‘disjoint' and ‘touching' are represented as follows:

s_disjointWith  ∃(concept 1)(concept 2).dc
s_touchingWith  ∃(concept 1)(concept 2).ec

The new axioms – ‘s_disjointWith' and ‘s_touchingWith' make it possible to represent
the spatial relationships when each concept has a spatial relationship. The necessity of
the new axioms, which are defined above, are proven using an example that is the
steps of building a web ontology for nations.

These are the steps of building a web ontology for nations.

Step 1: Collect all the concepts regarding the nations.
(ex) Asia, Africa, Europe, America, Korea, China, Japan, London, etc…

Step 2: Classify the collected concepts.

Fig 4. The classification of the concepts regarding nations
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Step 3: Define the relationship between concepts using the existing representation
method.

• Most concepts that are represented in above Fig. 3 are possible to define use of
‘subClassOf' relationship.

Step 4: Find the new relationships that cannot be defined using the existing method
only.

• The relationships – ‘Korea China', ‘Korea→Japan', etc, need the new relation-
ships for defining the concepts.

• In this step, the newly occurred relationships can be represented using the new
axioms that is defined in the ‘s_disjointWith' and ‘s_touchingWith'.

• According to the Fig. 5, the relationship among Korea, China, and Japan can be
defined.

Fig. 5. A map of Asia

Step 5: Build a complete web ontology on the nations using the new axioms.
In above example, the occurrence of spatial relationships is inevitable and the plan

for representing the spatial relationships is essential for constructing more perfect
web ontologies. Therefore, ways of representing the spatial relationships should be
undertaken in the future.

4 The Representation of the Spatial Relationships
Using New Axioms

The purpose of this section is initially to add the ‘s_disjointWith' and
‘s_touchingWith' to the OWL axioms and build the web ontology on the nations
using the OWL language.
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Table 2. An example that is nations.owl

<?xml version="1.0" encoding="UTF-8"?>
<rdf:RDF xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"
         xmlns:rdfs="http://www.w3.org/2000/01/rdf-schema#"

 xmlns:owl="http://www.w3.org/2002/07/owl#"

     <owl:Class rdf:ID="Nations">
           <rdfs:subClassOf rdf:resource="http://www.w3.org/2002/07/owl#Thing"/>
     </owl:Class>

     <owl:Class rdf:ID="Europe">
           <rdfs:subClassOf rdf:resource="#Nations"/>
     </owl:Class>
     <owl:Class rdf:ID="America">
           <rdfs:subClassOf rdf:resource="# Nations "/>
     </owl:Class>
     <owl:Class rdf:ID="Asia">
           <rdfs:subClassOf rdf:resource="# Nations "/>
     </owl:Class>
     <owl:Class rdf:ID="Africa">
           <rdfs:subClassOf rdf:resource="# Nations "/>
    .........

</owl:Class>
     <owl:Class rdf:ID="Korea">

<rdfs:subClassOf rdf:resource="#Asia"/>
<owl:s_disjointWith rdf:resource="#Japan"/>
<owl:s_disjointWith rdf:resource="#Taiwan"/>
<owl:s_touchingWith rdf:resource="#China"/>

</owl:Class>
<owl:Class rdf:ID="Japan">

<rdfs:subClassOf rdf:resource="#Asia"/>
<owl:s_disjointWith rdf:resource="#Korea"/>
<owl:s_disjointWith rdf:resource="#China"/>

</owl:Class>
<owl:Class rdf:ID="China">

<rdfs:subClassOf rdf:resource="#Asia"/>
<owl:s_disjointWith rdf:resource="#Japan"/>
<owl:s_touchingWith rdf:resource="#Korea"/>

</owl:Class>
<owl:Class rdf:ID="Taiwan">

<rdfs:subClassOf rdf:resource="#Asia"/>
     ..........

</rdf:RDF>

The above nations.owl routine attempts to express the nations ontology using the
OWL language. Most of the concepts, properties and relationships of the ontology on
nations can  be represent easily using the OWL Capabilities. The main focus is to
represent the spatial relationships in this example. The new axioms, ‘s_disjointWith'
and ‘s_touchingWith', are defined and applied. The ‘s_disjointWith' and
‘s_touchingWith' will be very useful for building web ontologies.

There is a great deal of multimedia data in the web. The retrieval and representa-
tion of multimedia data will be a good issue as the semantic web progresses. There-
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fore, this study regarding representation of the spatial relationships will be a core part
for building the multimedia data ontology.

5 Conclusions and Future Works

This study attempted to represent the spatial relationships, and defined new axioms,
‘s_disjointWith' and ‘s_touchingWith'. These axioms were applied to construct the
web ontologies. The result of this study shows that if new axioms are used for build-
ing web ontologies, the representation of the spatial relationships will easier and more
flexible. It can be expected that a study on extending the representation of the spatial
relationships will be a remarkable part for constructing the perfect web ontology.

More research on the representation of the spatial relationships will be needed in
the future. A future study will aim to define more complex spatial relationships and
make many more spatial axioms.
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Abstract. We present an approach to representation and structuring
of theories and ontologies based on a formalism of propositional logic
programs. Formal concept analysis is adopted to identify structure in
theories. This structure, in the form of conjunctive concepts and the re-
lations between them, is used for representation change in theories based
on feature construction and iterative program transformation. Ontolo-
gies are represented as sets of propositional definite clauses containing
named concepts having a superclass–subclass relationship derived from
a concept lattice built using formal concept analysis. Logic programming
methods are used to incrementally construct and revise such ontologies.
An information compression measure is used to guide the operation of
structuring theories and ontologies. The clauses defining the ontology
are proved to preserve the relationships which hold between formal con-
cepts in the concept lattice. This framework enables inheritance inference
not possible from the structured theories alone. Experimental results are
presented from an application to a sample of descriptions of computer
science academics’ research interests and a reconstruction experiment on
randomly generated theories with added noise.

1 Introduction

At one extreme, general ontology projects seem to have some distance to go
before attaining their goals, for example capturing most of everyday human
knowledge. At the other, it is questionable how useful very narrowly-focused
domain- or application-specific ontology projects will be. Although they may be
sufficiently small to be built by domain experts and knowledge engineers, this
can be a time-consuming process. Certainly they are likely to be limited in inter-
operability, i.e. usage in combination with other ontologies. Since this capability
is usually cited as a goal of ontology construction [12] it seems likely that such
efforts can be only partly successful. Therefore some middle ground between
maximum coverage, which appears to be unattainable, and maximum specificity,
which appears too limited to meet the requirements for an ontology, would seem
to be a desirable objective. This suggests that methods of automating ontology
construction may be useful and may be a suitable area for the application of
machine learning.
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1.1 Background

Formal Concept Analysis (FCA) is one approach to identifying structure present
in domains. Introduced by Wille (see [3] for an overview), FCA is based on
a complete lattice of all formal concepts in a domain. A concept in this formalism
is an ordered pair of sets, one a set of attributes or descriptors of the concept,
the other a set of object indices denoting all instances of the concept in the
domain. The set of descriptors of a concept is the maximal set common to all
the instances of the concept. These concepts form a partial order from which
a concept lattice is constructed.

FCA has proved to be useful in exploring the conceptual structure of a do-
main, for example in a graphical representation or via a browser interface.
A drawback of FCA, however, is that it does not allow for the introduction
of concept names as new intermediate-level terms. This is necessary for re-use of
conceptual structures, so that they may be referred to by name, e.g. to be used
in incremental learning or theory revision.

Inverse resolution is a technique from Inductive Logic Programming (ILP) [8].
It comprises operators based on inverting the resolution rule of deductive infer-
ence. A key aspect of inverse resolution is the introduction of theoretical terms,
additional to the observational terms given a priori for the domain. These theo-
retical terms are combined with observational terms to enable the construction
of hierarchical concept definitions.

In [1] inverse resolution and FCA were combined in a method to identify
potentially interesting and useful concepts in a concept lattice and revise the
underlying formal context and the lattice it generates to invent new descriptors
and extract their definitions. The approach was developed using FCA and inverse
resolution operators for both a theory and its lattice.

Results with a system called Conduce which is an implementation of this
method showed that it could be applied to both unsupervised and supervised
learning problems. In unsupervised learning the task is to recover implicit classes
in the data and organise them into structured relationships. For classification
(supervised learning) the system can find new features which, when added to
the attribute set of a decision-tree learner, can improve the predictive accuracy
of the induced classifier.

1.2 Motivation

We propose augmenting a knowledge-base by the use of a hierarchically struc-
tured taxonomy or ontology which contains concept names and the relations
between them. One advantage could be to simplify querying such a knowledge
base. If queries may contain intermediate-level terms they can be much more
compact than would otherwise be the case. For example, instead of searching for
things with “beak, tail, two legs and wings” we could query on “bird”.

Although Conduce [1] can take a “flat” theory and structure it, the new
concept names introduced in this process stand in an inverse relationship to
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each other, in terms of the call-graph dependencies, to the “natural” taxonomical
hierarchy dependencies, in terms of sub-class or super-class dependencies.

We use the following example to illustrate the problem. Initially we have
a flat theory, i.e. there is no clause with a descriptor in its body identical to the
descriptor in the head of some other clause.

sparrow :- beak, tail, legs(2), wings, homeothermic, brown.
eagle :- beak, tail, legs(2), wings, homeothermic, golden.
gorilla :- legs(2), homeothermic, hairy, vegetarian.
human :- legs(2), homeothermic, hairless, omnivore.

Suppose the concept with intent “legs(2), homeothermic” is selected. The theory
is revised to contain a new clause defining the new descriptor “bipedal home-
otherm” in terms of the selected concept. A further revision is applied with
respect to the selected concept with intent “bipedal homeotherm, beak, tail,
wings”. The theory after the sequence of two revisions using the inter-construc-
tion operator (defined in [8]) looks as follows.

sparrow :- bird, brown.
eagle :- bird, golden.
gorilla :- bipedal homeotherm, hairy, vegetarian.
human :- bipedal homeotherm, hairless, omnivore.
bipedal homeotherm :- legs(2), homeothermic.
bird :- bipedal homeotherm, beak, tail, wings.

Evidently this revision has produced some of the results we required. It is
structured and compressed, and it contains new terms (here with user-supplied
names). However, some of the key conceptual structure, apparent in the associ-
ated concept lattice which is not shown here, is missing. Specifically, by inspec-
tion we know that the concept named “bird” is a sub-class of the concept named
“bipedal homeotherm”. But if we were told that “sparrow” was true, we could
not conclude that “bird” was also true. Similarly, knowing that “bird” was true,
we could not conclude that “bipedal homeotherm” was true. Suppose we were
to construct an associated ontology with respect to the theory, comprising in
this case the following clauses.

bipedal homeotherm :- bird.
bird :- sparrow.
bird :- eagle.

Now the desired inferences are possible. It is the automatic construction of such
ontology clauses that we investigate in this paper.

2 Formal Concept Analysis

Detailed coverage of Formal Concept Analysis (FCA) is in [3]. The following
basic definitions are included to make the paper more self-contained.
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Definition 1. (Formal context) A formal context is a triple 〈G,M, I〉. G is
a set of objects, M is a set of descriptors, and I is a binary relation such that
I ⊆ G ×M.

The notation 〈y, x〉 ∈ I or alternatively yIx is used to express the fact that an
object y ∈ G has an attribute or descriptor x ∈ M.

Definition 2. (Formal concept) A formal concept is a pair of sets 〈Y,X〉,
where Y ⊆ G and X ⊆ M. Each pair must be complete with respect to I,
which means that Y ′ = X and X ′ = Y , where Y ′ = {x ∈ M|∀y ∈ Y, yIx}
and X ′ = {y ∈ G|∀x ∈ X, yIx}.
The set of descriptors of a formal concept is called its intent, while the set of
objects of a formal concept is called its extent. In this paper, since we tend to
focus on intent of formal concepts, we will more often write 〈X,Y 〉 for a formal
concept. For a set of descriptors X ⊆M, X is the intent of a formal concept if
and only if X ′′ = X . A dual condition holds for the extent of a formal concept.
This means that any formal concept can be uniquely identified by either its intent
or its extent alone. Intuitively, the intent corresponds to a kind of maximally
specific description of all the objects in the extent.

The correspondence between intent and extent of complete concepts is a Ga-
lois connection between the power set P(M) of the set of descriptors and the
power set P(G) of the set of objects. The Galois lattice L for the binary relation
is the set of all complete pairs of intents and extents, with the following partial
order.

Definition 3. (Concept order) Given two concepts N1 = 〈X1, Y1〉 and N2 =
〈X2, Y2〉, N1 ≤ N2 ↔ X1 ⊇ X2. The dual nature of the Galois connection means
we have the equivalent relationship N1 ≤ N2 ↔ Y1 ⊆ Y2.

For a concept N , I(N) denotes its intent and E(N) denotes its extent.

3 Ontology Definitions

An ontology is defined with respect to a theory. The set of terms permitted to
appear in a theory is referred to as the vocabulary of the theory. In this paper we
consider only a propositional vocabulary for both theories and ontologies, Since
the methods we use are derived from ILP and logic programming, theories and
ontologies are represented as sets of definite clauses.

Definition 4. (Vocabulary) An ontology is defined with respect to a vocab-
ulary of terms partioned into a set Ob of observational terms and a set Th of
theoretical terms. In terms of formal concept analysis the vocabulary corresponds
to the set of descriptors, Ob ∪ Th =M.

In practical applications we would expect the observational terms to be given.
The theoretical terms are machine-generated symbols which can be substituted
later, either by user-supplied names or algorithmically generated labels designed
to be humanly comprehensible.
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Definition 5. (Base-level heads) A base-level head is the head h of a clause
in a theory such that h ∈ Ob.

Some functions are used to simplify the definitions and algorithm description.
For convenience we assume that clauses are unique, that each has associated
with it a unique index, and each is represented as a triple 〈K,H,B〉.

Definition 6. (Clause index) The function id(C) returns the index K of the
clause C.

Definition 7. (Clause head) The function hd(C) returns the head H of the
clause C.

Definition 8. (Clause body) The function bd(C) returns the body B of the
indexed clause C.

Definition 9. (Clause for index) The function cl(K) returns the clause C
with index K.

We can treat ontology clauses as theory clauses, i.e. as indexed definite clauses.
For convenience, the index can be omitted when writing the clause whenever it
is not necessary in the context.

Definition 10. (Ontology clause) An ontology clause C is a definite clause
with exactly two literals. The head is a single descriptor hd(C) ∈ Th. The body is
a set containing a single descriptor b. If b is in the set of base-level heads then C
is referred to as an isa clause. If b ∈ Th then C is referred to as an ako clause.

The isa clauses represent membership of a class by an object, such as the fact
that sparrows and eagles are birds. The ako clauses represent superclass-subclass
subsumption, such as birds being a kind of “bipedal homeotherm” [10].

Definition 11. (Ontology) An ontology is a set of ontology clauses.

We assume the standard semantics developed for definite clause logic programs
[7]. This allows straightforward inference of inheritance, query-answering at the
level of intermediate terms, and hierarchical construction of the ontology.

4 An Algorithm for Ontology Construction

The method of structuring named concepts into an ontology is based on the idea
of “folding” from program transformation. This has been widely studied in Logic
Programming [4]. In fact we use an extension of the typical method of folding
in Logic Programming called “disjunctive folding” [11].
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Algorithm 1 (Ontocon)

Input: theory Tt−1, concept nt−1,
ontology Ot−1, new theory clause w ← A

Output: ontology Ot

Begin
/* construct new ontology clauses */
Cs = ∅
For each clause C ∈ Tt−1 s.t. id(C) ∈ E(nt−1) Do

Cs = Cs ∪ {w← hd(C)};
EndFor
/* repeated folding of ontology clauses */
OCs = Ot−1 ∪ Cs;
Repeat

potential-folds = {〈folded, folder〉} where
folded, folder ⊆ OCs such that
folded defines a single predicate and
each 2-tuple denotes a disjunctive fold; (see text for details)

If potential-folds = ∅ Then
Ot = Ot−1;
Halt;

Else
select maximum cardinality fold from potential-folds;
OCs′ = apply-disjunctive-folding(fold,OCs);
OCs = OCs′;

Endif
End

Ontocon comprises two stages. First, following application of updates to the-
ory Tt−1 and its associated concept lattice Lt−1 by Conduce using the inter-
construction operator, there is a single clause defining the new predicate, w.
Each of the revised clauses in Tt−1 is used to construct a set of new base-level
ontology clauses. This is referred to as expansion since it constitutes an expansion
of the existing ontology [2].

Expansion introduces a new set of ontology clauses. Owing to the restricted
syntax of ontology clauses, the set of clauses defining a single theoretical term w
can be represented as a single disjunctive clause w ← B, where B = b1∨b2∨. . .∨
bm. Each literal in the body is taken from the body of one of the corresponding
set of ontology clauses. For example, we might have “bird :- sparrow ; eagle.”,
in Prolog syntax. Note that this is simply syntactic sugar for the actual set of
clauses defining a predicate in the ontology.

However, following expansion we do not have any structure in the ontology
to relate the new named concept to previously added concepts, although such
relationships were present in the concept lattice. Therefore it is necessary to
relate new concept definitions to existing concept definitions in the ontology.
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This can be done by incorporating the new concepts in such a way that the
pattern of invocation between clauses reflects the subsumption relationship in
the concept lattice of the concepts they represent.

The method is based on a disjunctive folding operator, as follows:

p← A ∨B p← q ∨B
q ← A q ← A

In the clauses upper-case letters represent disjunctions of literals (descriptors)
while lower-case letters represent single literals. The operator is shown as a set of
preconditions (to the left of the vertical line) and postconditions (to the right).
Read left to right, the changes to operand clauses for the disjunctive folding
operator are evident. The upper clause on the left is the “unfolded” clause and
on the right is the “folded” clause. The lower clause is the “folder” clause (which
is unchanged). Note that this single-step disjunctive folding is a compressive,
structuring revision of the ontology. The second stage of the Ontocon algorithm,
referred to as structuring, repeatedly applies disjunctive folding to assimilate the
new concept into the ontology.

4.1 An Example

We illustrate the method with the example from Section 1.2. On the first itera-
tion, with the introduction of the new descriptor “bipedal homeotherm” to the
theory we get the following ontology clauses:

bipedal homeotherm :- sparrow.
bipedal homeotherm :- eagle.
bipedal homeotherm :- gorilla.
bipedal homeotherm :- human.

On the second iteration, the new descriptor “bird” is introduced to the theory
and we have the following new ontology clauses:

bird :- sparrow.
bird :- eagle.

However, the ontology can now be simplified, by applying disjunctive folding to
replace the clauses :

bipedal homeotherm :- sparrow.
bipedal homeotherm :- eagle.

with the single clause: bipedal homeotherm :- bird.
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4.2 Ontocon Preserves Conceptual Structure

The following definitions and results apply to Algorithm 1.

Definition 12. (Expansion) For a given formal concept N with name w ex-
pansion introduces a new set of ontology clauses, or a single disjunctive ontology
clause C = w ← B, where b ∈ B = hd(cl(y)) for all y ∈ E(N). We notate this
C = expand(N).

We define the folding operator described above.

Definition 13. (Folding) Let C be a (disjunctive) ontology clause (the un-
folded clause) and D be an ontology clause (the folder clause) such that every
literal in the body of D occurs in the body of C. Then C′ (the folded clause) is
obtained by replacing the set of literals in the body of C which also occur in the
body of D by the head of D.

Unfolding is the inverse operation.

Definition 14. (Unfolding) Let C be a (disjunctive) ontology clause (the
folded clause) and D be an ontology clause (the folder clause) such that the
head q of D is in the body of C. Then C′ (the unfolded clause) is obtained by
replacing q in the body of C by the body of D.

Definition 15. (Structuring) Let C be a (disjunctive) ontology clause defin-
ing a predicate p which appears in the head of C. Then by repeated application
of folding C′ is an ontology clause defining p such that the no further folding is
possible between C′ and some other clause D �= C′ in the ontology.

Definition 16. (Elimination) Let C be a (disjunctive) ontology clause defin-
ing a predicate p which appears in the head of C. Then by repeated application of
unfolding C′ is an ontology clause defining p such that the body of C′ contains
only elements of Ob. We notate this C′ = elim(C). Elimination is undefined
otherwise.

Elimination is the process of replacing all occurrences of theoretical terms by
observations terms. For example, elimination applied to “animal :- bird ; fish.”
might give “animal :- sparrow ; eagle ; shark.”. See [6] for a discussion of theo-
retical term elimination.

Definition 17. (Ontological size) Let C be a (disjunctive) ontology clause.
The “size” of C in the ontology is the cardinality of the body of C after elimina-
tion. We notate this size(C) = |bd(elim(C))|.

Definition 18. (Ontological subsumption) Let C, D be (disjunctive) ontol-
ogy clauses. C subsumes D in the ontology, written C � D, iff size(C) ≥ size(D).

Lemma 2. (Elimination equal to expansion) For any (disjunctive) ontol-
ogy clause C′ defining a predicate p introduced and assimilated into an ontology
by Algorithm 4 for a given formal concept N elim(C′) = expand(N).
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Proof. Expansion in Algorithm 4 to give a clause C is followed by structuring
which comprises a sequence of folding steps to give C′. In each step the clause
defining p is either the folder clause or the unfolded clause which is transformed
to the folded clause. If the former, the clause is unchanged. If the latter, the
step is reversible, i.e. to obtain the unfolded clause from the folded clause. By
applying the reverse step in each such case, elimination produces C.

Lemma 3. (Structuring preserves ontological subsumption) Let C, D
be (disjunctive) ontology clauses in an ontology constructed by Algorithm 4 from
concepts N , M , respectively. in concept lattice L. If N ≥M in L then C � D.
Proof. Assume the opposite, that ¬(C � D). Then ¬(size(C) ≥ size(D)),
by Definition 18. But by Definition 12 and Lemma 2 size(C) = |E(N)| and
size(D) = |E(M)|. By Definition 3 for concept lattices N ≥M implies E(N) ⊇
E(M). This contradicts the assumption. �

Theorem 1. (Ontocon preserves conceptual structure) Algorithm 4 (On-
tocon) preserves conceptual structure in terms of concept ordering.
Proof. At each iteration Ontocon applies expansion and structuring. By Lemma
3 this preserves concept ordering. No other operations are performed on the on-
tology by Ontocon. Therefore the algorithm preserves concept ordering.

5 Results and Discussion

As a first test of this approach we applied Ontocon to a data set of research
interests collected from researchers at the School of Computer Science and En-
gineering, University of New South Wales. This dataset was collected by Mihye
Kim and Paul Compton 1 as part of a research project [5].

This domain contains, for each of the 81 individuals surveyed in the study,
a list of their research interests. A concept lattice of 460 nodes (i.e. formal
concepts) and 1195 edges (i.e. superclass-subclass relationships) was generated
from this initial theory by Conduce. Following repeated application of inter-
construction by Conduce to the theory and associated concept lattice a struc-
tured theory was generated. The associated concept lattice was reduced to 315
nodes and 764 edges. This theory contained a total of 37 new named concepts
found by the system and defined in terms of the concept intents.

These concepts form the denotation of the new terms in the ontology gen-
erated by Ontocon. Of these, 20 concepts were refined into structured ontology
clauses, i.e. ako clauses. At the terminals of this hierarchy 50 isa clauses rep-
resented researchers’ interests. Due to multiple interests, 44 individuals were
represented in these structured ontology clauses. Inheritance between concepts
can be thought of as “ako” links, whereas inheritance between concepts and in-
dividuals can be thought of as “isa” links [10]. The actual rendering of links into
something resembling a natural language, for example a subset of English, is
always a domain-specific issue. In the domain of research interests of individuals
1 See http://pokey.cse.unsw.edu.au/servlets/RI/
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Table 1. Each entry is the mean (standard deviation) of 100 trials

Ontology concepts only Extra “noise” concepts

Clauses 9.66 (6.69) 9.62 (6.86)
Nodes 16.48 (10.83) 35.90 (19.55)
Edges 24.14 (17.51) 74.89 (44.06)
SDC 0.0 (0.0) 1.05 (0.85)

in a university we could conceivably treat the meanings of “ako” and “isa” as
follows. “X isa Y ” could be read as “X interested-in Y ”. “X ako Y ” could be
read as “X extra-interest-of Y ”.

Inheritance is inferred then according to the following schema.

If X interested-in Y
and Y extra-interest-of Z
then X interested-in Z

So if we know that the individual “Researcher 35” is interested in “Learning
and Philosophy” and we know that “Learning and Philosophy” are additional
interests of those interested in “Case Based Reasoning and Knowledge Based
Systems” we can conclude that Researcher 35 has an interest in those subjects
too.

5.1 Reconstructing Ontologies

A quantitative reconstruction experiment was undertaken to evaluate how well
the method could recover randomly generated ontologies. First we generate an
ontology with certain key parameters (depth, branching factor, etc.) randomly
assigned. Then this ontology is “flattened” using unfolding which produces a the-
ory. Ontocon is applied to this theory and the recovered ontology is compared
to the original using a quantitative measure of structural similarity.

The structural dissimilarity coefficient (SDC) was proposed in [13]. It mea-
sures the average graphical distance between terminal nodes when two hierar-
chies (here ontologies) are compared. A value of zero indicates identical struc-
tures. In Table 1 it is evident that ontologies are reconstructed exactly. With
added spurious “noise” concepts, seen in the increased number of nodes (con-
cepts) and edges in the concept lattice, recovery is still good. An SDC of 1-2 was
found in cases of very similar structures (by expert evaluation) in [13].

5.2 Ontologies

Answering the question “what is an ontology ?” is not straightforward. A detailed
definition comes from Noy and McGuinness [9]. This is developed into a series
of instructions for constructing ontologies. There are four main steps.
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1. defining classes in the ontology
2. arranging the classes in a taxonomic (subclass-superclass) hierarchy
3. defining slots and describing allowed values for these slots
4. filling in the values of slots for instances

It can be argued that our methods Ontocon and Conduce implement each of
these steps, as follows.

1. defining structured clauses in terms of formal concepts using the inter-
construction operator [Conduce]

2. constructing ontology clauses [Ontocon]
3. each named concept is a “slot”, and the clause defining that named concept

describes the values it can take [Conduce]
4. values of slots are filled by the examples in the domain

We claim therefore that Ontocon and Conduce can reasonably be said to imple-
ment ontology construction.

6 Conclusions and Future Directions

We have presented a method for theory structuring and ontology learning with
a proof of a key desirable property and results from its application. The ap-
proach can identify implicit structure in a domain. It is oriented to achieving
compression, structuring and hence improved comprehensibility of a theory in
the form of a knowledge base and an associated ontology in the form of a taxo-
nomical hierarchy. This allows simplification of theory itself and expands the set
of queries applicable to the knowledge base to allow intermediate-level concepts
not in the original vocabulary.

Using a logic program representation enables the use of standard techniques
such as predicate invention and disjunctive folding. We rely on semantics from
Logic Programming to set up ontological inference. Formal Concept Analysis
provides a rigorous framework for the definition of concepts and their ordering.
This enables a straightforward proof that our methods preserve the important
properties of subclass-superclass hierarchical ordering from the concept lattice
to the ontology clauses. Results on the research interests domain and in the
reconstruction experiments show the discovery of some reasonable structure.

This work is preliminary. For example, a method of using first-order concept
descriptions and relations between them is almost certainly required for many
real-world ontology construction tasks. A method of using first-order concept
descriptions and relations between them should be investigated as a priority.
The approach also needs to be tested on more data sets.
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Abstract. The DPL (Davis-Putnam-Logemann-Loveland) procedure is
one of the most effective methods for solving SAT problems. It is well
known that its efficiency depends on the choice of the branching rule. One
of the main improvements of this decision procedure has been the devel-
opment of better branching variable selection through the use of unit
propagation look-ahead (UPLA) heuristics (e.g., [12]). UPLA heuris-
tics perform one of the following actions during two propagations of
a free variable at each search tree node: detecting a contradiction earlier,
simplifying the formula, or weighing the branching variable candidates.
UPLA heuristics can be considered as polynomial time reasoning tech-
niques. In this paper, we propose a new branching rule which does more
reasoning to narrow the search tree of hard random 3-SAT problems.
We term this reasoning technique the Dynamic Variable Filtering (DVF)
heuristic. In our empirical study we develop four different variants of the
DPL procedure: two (ssc34 and ssc355) based on this new heuristic and
another two (Satz215-0 and Satz215sT ) based on static variable filter-
ing heuristics. ssc355 additionally integrates the Neighborhood Variable
Ordering (NVO) heuristic into ssc34. We then compare the best known
versions of the state-of-the-art Satz DPL procedure (Satz215), with each
of our four procedures. Our results suggest that improved branching rules
can further enhance the performance of DPL procedures. On hard ran-
dom 3-SAT problems, our best procedure (ssc355) outperforms Satz215
with an order of magnitude in terms of the number of branching nodes
in the search tree. While the run-times for dynamic variable filtering are
still uncompetitive with Satz215, we have yet to explore the benefits
that can be gained from avoiding redundant propagations and we still
can improve the performance of the NVO heuristic. A further interesting
property of dynamic filtering is that all backtracking can be eliminated
during the DPL unit rule process. This property can also be explored in
our future work for improving DPL procedure efficiency.
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1 Introduction

The satisfiability (SAT) problem is central in mathematical logic, artificial in-
telligence and other fields of computer science and engineering. In conjunctive
normal form (CNF), a SAT problem can be represented as a propositional for-
mula F on a set of Boolean variables {x1, x2, ..., xn}. A literal l is then a vari-
able xi or its negated form x̄i, and a clause ci is a logical or of some literals
such as x1 ∨ x2 ∨ x̄3. A propositional formula F consists of a logical and of
several clauses, such as c1 ∧ c2 ∧ . . . ∧ cm, and is often simply written as a set
{c1, c2, ..., cm} of clauses.

Given F , the SAT problem involves testing whether all the clauses in F can
be satisfied by some consistent assignment of truth values {true, false} to the
variables. If this is the case, F is satisfiable; otherwise it is unsatisfiable. The
SAT problem, as the original of all NP-Complete problems [3], is fundamen-
tally important to the study of computational aspects of decision procedures.
When each clause in F contains exactly k literals, the restricted SAT problem
is called k-SAT. 3-SAT is the smallest NP-Complete sub-problem of SAT.

One of the best known and most widely used algorithms to solve SAT prob-
lems is the DPL (Davis-Putnam-Logemann-Loveland) procedure [5]. Many SAT
solvers such as Posit [7], Tableau [4], Satz [12], Satz214 [14] and cnfs [6] are
based on this procedure. DPL essentially enumerates all possible solutions to a
given SAT problem by setting up a binary search tree and proceeding until it
either finds a satisfying truth assignment or concludes that no such assignment
exists. It is well known that the search tree size of a SAT problem is generally
an exponential function of the problem size, and that the branching variable
selected by a branching rule at a node is crucial for determining the size of the
sub-tree rooted at that node. A wrong choice may cause an exponential increase
of the sub-tree size. Hence, the actual performance of a DPL procedure depends
significantly on the effectiveness of the branching rule used.

Much of the research on DPL has focussed on finding clever branching rules
to select the branching variable that most effectively reduces the search space.
In this paper, we too propose a new branching rule based on a dynamic variable
filtering heuristic as a polynomial time reasoning technique aimed at signifi-
cantly narrowing the search tree for solving hard random 3-SAT problems. The
key idea underlying this new branching rule is to further detect failed literals
that would remain undiscovered using a unit propagation look-ahead (UPLA)
branching rule, before choosing a branching variable. In other words, we perform
more reasoning in the open space between the UPLA heuristic and the MOMS
(Maximum Occurrences in clause of Minimum Size) heuristic in the actual DPL
branching rule. To test this idea, we use Satz215 (the best version of the Satz
DPL procedure) where we simply replace its branching rule by a new branching
rule. The new rule allows filtering of free variables, and at the same time reduces
the sub-problem size at each node until the filtering process is saturated.

We develop two DPL procedures that use a dynamic variable filtering heuris-
tic, and two other DPL procedures that use a static filtering heuristic. We then
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analyse these four DPL procedures with respect to Satz215, using a large sample
of hard random 3-SAT problems.

An empirical study of the proposed variants of DPL indicates significant per-
formance improvements can be obtained, with the two dynamic filtering heuris-
tics consistently outperforming Satz215 in terms of mean search tree size when
solving hard random 3-SAT problems. In some tests, the best dynamic filtering
procedure was able to reduce the search tree size by an order of magnitude over
Satz215, and for the 300 variable problems (1000 problems solved), the best
dynamic filtering procedure produced a mean search tree size of 2679 nodes, in
contrast to Satz215’s mean size of 6634 nodes. Not surprisingly, given the ad-
ditional reasoning involved in the branching rule, the new heuristics proved less
competitive in terms of run-times, with Satz215 running approximately twice
as fast on the largest (300 variable) problems.

Li and Gérard [15] discussed the hardness of proving an unsatisfiable hard
random 3-SAT problem with 700 variables, and empirically calculated the ap-
proximately optimal number of branching nodes. They conjectured that obtain-
ing this optimal sized tree was not possible using a branching heuristic. However,
our results indicate that a dynamic variable filtering heuristic can achieve an op-
timal number of branching nodes. Therefore our work shows, in principle, that
optimal branching can be achieved. The second major issue is whether optimal
branching can be achieved efficiently. At present our results show Satz215 still
performs significantly better than the dynamic filtering heuristics in terms of
run-time. However we have not explored the potential gains that could result
from avoiding redundant UPLA propagations. This we leave to future work.

The paper is organized as follows: In the next section we present the Satz
DPL procedure, one of the best known SAT procedures for solving hard random
3-SAT problems and structured SAT problems. In the subsequent section, we
present our new dynamic filtering branching rules which perform additional rea-
soning to find a best branching variable. In section 4, we present a comparison
of results for our new DPL procedures with Satz215 on a set of hard random
3-SAT problems. Finally, we conclude the paper with some remarks on current
and future research.

2 The Satz Solver

Satz [12, 13] is one of the best DPL procedures developed for solving both hard
random SAT problems and structured SAT problems. Its powerful branching
rule allows it to select the best branching variable for generating more and
stronger constraints. It is a well-structured program and allows integration of
new ideas easily. In 1999, Li further improved Satz to produce Satz214 [14],
and in 2001, Daniel Le Berre suggested the further detection of implied literals
within Satz214, resulting in the latest and best version of Satz, Satz215 [11].

Definition: Let PROP be a binary predicate such that PROP (x, i) is true iff x
is a variable that occurs both positively and negatively in binary clauses and
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occurs in at least i binary clauses in F , and let T be an integer, then PROPz(x)
is defined to be the first of the three predicates PROP (x, 4), PROP (x, 3), true
(in this order) whose denotational semantics contains more than T variables.

In figure 1, we present Satz’s branching rule which integrates the UPLA
heuristic. The unary predicate PROPz is used to restrict the number of free
variables executed by the heuristic and the parameter T is empirically fixed to
10. This UPLA heuristic plays a crucial role in the Satz-family and is used to
reach dead-ends earlier with the aim of minimising the length of the current path
in the search tree. We distinguish the UPLA heuristic from the conventional
unit propagation procedure (UP) that is usually used in DPL as follows: UP
is executed to reduce the size of a sub-problem possessing unit clauses after
a branching variable selected, while UPLA is integrated in the branching rule
and is executed at each search tree node.

Given a variable xi, the UPLA heuristic examines xi by adding the two unit
clauses possessing xi and x̄i to F and independently making two unit propaga-
tions. These propagations result in a number of newly produced binary clauses,
which are then used to weigh the variable xi. This is calculated in figure 1, using
the function diff(F1,F2) which returns the number of new binary clauses in F1

that were not in F2. Let w(xi) be the number of new binary clauses produced
by setting the variable to true, and w(x̄i) be the number of new binary clauses
produced by setting the variable to false. Satz then uses a MOMS heuristic to
branch on the variable xi such that w(x̄i) ∗ w(xi) ∗ 1024 + w(x̄i) + w(xi) is the
highest. The branching variable selected follows the two-sided Jeroslow-Wang
(J-W) Rule [8] designed to balance the search tree.

The UPLA heuristic also allows the earlier detection of the so-called failed
literals in F . These are literals l where w(l) counts an empty clause. For such
variables, Satz immediately tries to satisfy l̄. When there is a contradiction
during the second unit propagation, Satz will directly perform backtracking,
else the size of the sub-problem is reduced which allows the selection of a set of
best branching variable candidates at each node in search tree.

So, during two propagations of a free variable through the UPLA heuristic,
three circumstances can occur:

– The free variable selected becomes a candidate for branching variable.
– Only one contradiction found during two unit propagations, meaning the size

of formula F will be reduced during the other successful unit propagation
process.

– Two contradictions are found during two unit propagations causing the
search to backtrack to an earlier instantiation.

3 Using Variable Filtering to Narrow the Search Tree

The branching rules used in Satz are powered by the UPLA heuristic. The main
objective of using UPLA in Satz is to detect contradictions earlier or to find
a set of best branching variable candidates. In reality, Satz’s UPLA heuristic
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B := ∅;
For each free variable xi, do

Begin

let F ′ and F ′′ be two copies of F
F ′ := UPLA(F ′ ∪ {xi}); F ′′ := UPLA(F ′′ ∪ {x̄i});
If both F ′ and F ′′ contain an empty clause then backtrack();

else if F ′ contains an empty clause then xi := false; F := F ′′;
else if F ′′ contains an empty clause then xi := true; F := F ′;
else

B := B ∪ {xi};
w(xi) := diff(F ′,F) and w(x̄i) := diff(F ′′,F);

End;

For each variable xi ∈ B, do M(xi) := w(x̄i) ∗ w(xi) ∗ 1024 + w(x̄i) + w(xi);
Branch on the free variable xi such that M(xi) is the highest.

Fig. 1. The Satz Branching Rule

performs a series of variable filtering processes at each node as a static variable
filtering agency. We therefore term Satz’s UPLA heuristic a Static Variable
Filtering (SVF) heuristic, because it will only perform between one to three
filtering processes at each node (depending on the evaluation of PROPz(x)).
During the filtering process, some variables are assigned the value true or false
through a forced unit propagation when a contradiction occurs during another
unit propagation. Note that UPLA examines a free variable by performing two
unit propagations. This process will automatically reduce the size of sub-problem
and collects the (almost) best branching variable candidates at each node of
the search tree. In the empirical studies presented in [12, 13] the Satz solver
using UPLA was shown to outperform a range of other UP heuristic based DPL
procedures. It was concluded that the superior performance of Satz was due to
its greater use of variable filtering processes.

Our work is based on the insight that the size of a sub-problem during the
variable filtering process can be further reduced in the Satz-family of DPL pro-
cedures. Here, we propose a new heuristic called the Dynamic Variable Filtering
(DVF) heuristic that further filters the free variables and at the same time re-
duces the sub-problem size at each node until the filtering process is saturated.
We illustrate the new branching rule powered by the DVF heuristic in figure 2.

We expect this new heuristic to perform better than the UPLA heuristics in
terms of reducing the search tree size. To verify this, we carried out an empir-
ical study and modified the branching rule of the DPL procedure Satz2151 for
our purpose. Four new DPL procedures based on the variable filtering heuristic
are proposed. Two of them (Satz215-0 and Satz215sT ) are based on the SVF
heuristic, and the other two solvers (ssc34 and ssc355) are based on the DVF
heuristic.
1 available from http://www.laria.u-picardie.fr/∼cli/EnglishPage.html
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Do

Finit := F; B := ∅;
For each free variable xi, do

Begin

let F ′ and F ′′ be two copies of F
F ′ := UPLA(F ′ ∪ {xi}); F ′′ := UPLA(F ′′ ∪ {x̄i});
If both F ′ and F ′′ contain an empty clause then backtrack();

else if F ′ contains an empty clause then xi := false; F := F ′′;
else if F ′′ contains an empty clause then xi := true; F := F ′;
else

B := B ∪ {xi};
w(xi) := diff(F ′,F) and w(x̄i) := diff(F ′′,F);

End;

Until (F = Finit);

For each variable xi ∈ B, do M(xi) := w(x̄i) ∗ w(xi) ∗ 1024 + w(x̄i) + w(xi);
Branch on the free variable xi such that M(xi) is the highest.

Fig. 2. The Dynamic Variable Filtering Branching Rule

Satz215-0. This is same as the Satz215 DPL procedure, except we examine
all free variables using the SVF heuristic without any restriction to the free
variables. This process is executed only once at each node.

Satz215sT . This is same as the Satz215 DPL procedure, except we refuse to
use the T parameter in the branching rule. This DPL procedure performs at
most three filtering processes for each variable at each node.

ssc34. This is same as the Satz215 DPL procedure, except we replace the
branching rule used in Satz215 with the DVF heuristic based branching rule. It
performs the variable filtering process until the sub-problem cannot be further
reduced at each node before a branching variable selected. In fact, ssc34 examines
the free variables many times using the UPLA heuristic at each node. One might
think that this saturation process is very costly, but it is not the case.

ssc355. Since ssc34 examines all free variables many times using the UPLA
heuristic at each node, we attempt to limit the number of free variables ex-
amined by only exploring the neighborhood variables of the current assigned
variable. For this purpose, we create the ssc355 DPL procedure by integrating
a simple Neighbourhood Variable Ordering (NVO) heuristic in ssc34. Bessière
et. al. [2] proposed a formulation of a dynamic variable ordering heuristic in the
CSP domain that takes into account the properties of the neighborhood of the
variable. The main objective of our simple NVO heuristic in ssc355 is to restrict
the number of variables examined by UPLA in the DVF heuristic.
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Fig. 3. Mean search tree size of each DPL procedure as a function of n for hard
random 3-SAT problems at the ratio m/n=4.25

4 Comparative Experimental Results

We compare the four DPL procedures we introduced in the previous section
with Satz215 on a large sample of hard random 3-SAT problems generated by
using the method of Mitchell et. al. [16]. Given a set V of n Boolean variables
{x1, x2, ..., xn}, we randomly generate m clauses of length 3. Each clause is pro-
duced by randomly choosing 3 variables from V and negating each with proba-
bility 0.5. Empirically, when the ratio m/n is near 4.25 for a 3-SAT problem F ,
F is unsatisfiable with a probability 0.5 and is the most difficult to solve. We
vary n from 100 variables to 300 variables incrementing by 20, at ratio (m/n) =
4.25, with 1000 problems solved at each point by all the five DPL procedures.

Figure 3 shows the performance of five DPL procedures on all problem in-
stances, where the mean search tree size is computed from the number of branch-
ing nodes reported by each procedure. It illustrates that ssc355’s mean search
tree size is the smallest, e.g., for 300 variables, ssc355’s search tree consists of
2679 nodes, in contrast to Satz215’s search tree of 6634 nodes.

Figure 4 also illustrates that ssc355’s search tree size is smaller than the other
DPL procedures on the unsatisfiable problem instances. For example, on the hard
random unsatisfiable 3-SAT problems, with 300 variables, ssc355’s mean search
tree size consists of 4405 nodes, in contrast to Satz215’s mean search tree size of
10328 nodes. Also, the mean search tree size of ssc355 achieves the approximate
optimal search tree size proposed by Li and Gérard in [15].

Three of the DPL procedures (Satz215, Satz215-0, and Satz215sT ) integrate
the SVF heuristic. The comparative results presented in figures 3 and 4 show
that the mean search tree sizes of Satz215-0 and Satz215sT are smaller than
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Fig. 4. Mean search tree size of each DPL procedure as a function of n for hard
random unsatisfiable 3-SAT problems at the ratio m/n=4.25

Satz215. This means that more reasoning at each node has reduced the search
tree size.

Overall, in terms of search tree size, the DVF heuristics used in ssc34 and
ssc355 outperform the other SVF heuristic-based DPL procedures. This better
performance is explained because the DVF sub-problem at each node is explored
more fully to find a contradiction or to simply reduce the sub-problem size
through a unit propagation before selecting a best branching variable.

The integration of a simple NVO heuristic on top of DVF in ssc355 yields
a promising result compared to ssc34 (which only uses the DVF heuristic). In
terms of search tree size, the gain of ssc355 over ssc34 increases with the size of
the input problem.

Finally, figure 5 illustrates mean run-time of each DPL procedure on a Dual
Xeon PC with a 2.4 GHz CPU. At present our results show that Satz215 still
performs significantly better than the dynamic filtering heuristics in terms of
run-time. However we have not explored the potential gains that could result
from avoiding redundant UPLA propagations. A further improvement of the
NVO heuristic also can ameliorate promisingly the run-time of ssc355 DPL
procedure. This we leave to future work.

5 Related and Future Work

In addition to real world benchmark problems, hard random 3-SAT problems
are used for testing or comparing DPL procedures. Since hard random 3-SAT
problems are difficult to solve in an acceptable time when the number of variables
is greater than 500, a challenge to prove that a hard random 3-SAT problem with
700 variables is unsatisfiable, was put forward by Selman et. al. in IJCAI’97 [18].
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Fig. 5. Mean run-time of each DPL procedure as a function of n for hard
random 3-SAT problems at the ratio m/n=4.25

To answer the challenge, Li and Gérard [15] have studied the limit of branch-
ing rules in DPL procedures for solving hard random unsatisfiable 3-SAT prob-
lems. After running an empirical study for more than five months, they suggested
in their paper that the current state-of-the-art DPL procedures are already close
to optimal for solving hard random unsatisfiable 3-SAT problems and that the
resolution of the challenge problem with 700 variables cannot be proved by
a branching rule based DPL procedure.

A final answer to the challenge was realised by Dubois and Dequen [6] with
their cnfs solver. This solver integrates a backbone search heuristic (introduced
by Monasson et. al. [17] in 1999) into a DPL-based branching rule. Dubois and
Dequen’s implementation allows the DPL procedure to solve hard random un-
satisfiable 3-SAT problems with 700 variables (12 problems solved) in a mean
run-time of 26 days using an AMD Athlon PC running at 1 GHz under a Linux
operating system. When solving hard random unsatisfiable 3-SAT problems with
300 variables (456 problems solved), cnfs’s mean search tree size consists of
12739 nodes, in contrast to satz214’s mean search tree size of 18480 nodes [6].
Although the cnfs solver can solve hard random unsatisfiable 3-SAT problems
with up to 700 variables, on the other hand its means search tree size is still
far from the approximate optimal mean search tree size calculated by Li and
Gérard [15].

After reviewing the results presented in [6, 15], we decided the first step in
our research would be to reduce the mean search size rather than looking for
a more efficient solver. As the result, we have developed the Dynamic Variable
Filtering (DVF) heuristic, for reinforcing the branching rule of a DPL procedure.
In effect, we further explore the open space between the UPLA heuristic process
and the MOMS heuristic process in Satz215. The results of our empirical study
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show that DVF heuristic can achieve an optimal number of branching nodes as
presented in [15].

In the last stages of finishing this paper, we obtained the new more powerful
version of cnfs, the kcnfs2 solver. We ran kcnfs on the same hard random
unsatisfiable 3-SAT problems with 300 variables used in our earlier study. As
a result, kcnfs’s mean search tree size came of 7418 nodes (compared to ssc355’s
mean search tree size of 4405 nodes) although kcnfs performs three times better
than ssc355 in terms of run-time.

To further investigate the effectiveness of our DVF heuristics, we also com-
pared our techniques with the 2clseq solver [1] and OKsolver [10]. 2clseq inte-
grates a UPLA heuristic, binary clause reasoning, using intelligent backtracking
and a pruneback technique. Hence it performs more reasoning in each node of the
search tree and proved very competitive with the other solvers during 2002 SAT
competition for solving real-world problems. The second procedure, OKsolver,
integrates an adaptive density-based heuristics in its branching rule. In 2002
SAT competition, OKsolver won both categories for the random benchmarks
(only satisfiable and all problems).

We compared ssc355 with 2clseq and OKsolver on our hard random 3-SAT
problems with 300 variables. The preliminary results of this comparison show
that ssc355 still performs significantly better than both solvers in terms of run-
time and search tree size. When solving the hard random satisfiable 3-SAT prob-
lem v300c1275g4, the run-time of 2clseq and OKsolver are 34.78 and 2.25 sec-
onds with search tree sizes consist of 683 and 2612 nodes respectively. In contrast,
ssc355 solves the problem in 0.02 seconds with a search tree size of 48 nodes.
When running the hard random unsatisfiable 3-SAT problem v350c1488g255,
2clseq had no result after 6000 seconds, and OKsolver solved the problem in
438 seconds with a search tree size of 275,159 nodes. Again ssc355 strongly out-
performed these techniques, solving the problem in 190 seconds with a search
tree size of 65,784 nodes.

The work presented in this paper is a first attempt at building an efficient
SAT solver than can approach an optimal branching rule. In principle, our re-
sults show DVF can obtain optimal results - hence, if the efficiency issues can be
addressed, DVF could prove to be a better heuristic than backbone search. In
our future work, we envisage at least three further improvements of our current
approach. Firstly, it is clear that savings can be made by avoiding redundant
unit propagation searches for variables that remain unchanged between itera-
tions of UPLA. The kind of benefits that we hope to obtain have already been
exploited in arc-consistency algorithms. Secondly, further improvements of the
NVO heuristic appear promising, as our first implementation is fairly simplistic.
Finally, we are also looking at integrating a backjumping technique into DVF,
exploiting the feature that backtracking only occurs during the UPLA process
in DVF, compared to Satz215, where backtracking can also occur during the
UP process.
2 available from http://www.laria.u-picardie.fr/∼dequen/sat/
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6 Conclusion

In this paper, we have proposed a new heuristic, Dynamic Variables Filtering
(DVF), for improving the performance of DPL-based procedures. In terms of
search tree size, our preliminary results already show that DVF heuristic out-
performs some of the best solvers in the area, while still remaining reasonable
efficient in terms of search time.

Our evidence further suggests that the branching rules integrated in DPL
procedures can obtain predicted optimal performance by using a DVF heuristic.
Finally, we anticipate that the efficiency of DVF can be improved by eliminating
the redundant unit propagation, improving the NVO heuristic and integrating
a backjumping technique.
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Abstract. Genetic algorithm (GA) is an effective method of solving
combinatorial optimization problems. Generally speaking most of search
algorithms require a large execution time in order to calculate some eval-
uation value. Crossover is very important in GA because discovering
a good solution efficiently requires that the good characteristics of the
parent individuals be recombined. The Multiple Crossover Per Couple
(MCPC) is a method that permits a variable number of children for
each mating pair, and MCPC generates a huge search space. Thus this
method requires a huge amount of execution time to find a good solu-
tion. This paper proposes a novel approach to reduce time needed for
fitness evaluation by “prenatal diagnosis” using fitness prediction. In the
experiments based on actual problems, the proposed method found an
optimum solution 50% faster than the conventional method did. The ex-
perimental results from standard test functions show that the proposed
method using the Distributed Genetic Algorithm is applicable to other
problems as well.

1 Introduction

Genetic algorithm (GA) is stochastic search algorithm based on the mechanics
of natural selection and natural genetics. Although GA is an effective method
of solving combinatorial optimization problems, it also requires much execution
time because of the need to calculate the fitness for many search points. One way
to reduce the execution time is to accelerate evolution so that a good solution
can be found at an earlier generation. When GA is applied to actual problems,
the most time consuming aspect is the fitness evaluation. Thus, the best way to
reduce the time would be to find a more efficient method for fitness calculations,
and then to accelerate evolution. While there have been some studies on accel-
eration methods, there have been very few studies on reducing the calculation
time for fitness evaluation.

Crossover is one of the most important genetic operations in GA, and is used
to perform direct information exchange between individuals in a population.
Therefore, the performance of the GA depends on the crossover operator imple-
mented. In the past we have researched more efficient methods of crossover [1].

T.D. Gedeon and L.C.C. Fung (Eds.): AI 2003, LNAI 2903, pp. 112–124, 2003.
c© Springer-Verlag Berlin Heidelberg 2003
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In order to discover a good solution efficiently, it is very important to recom-
bine good traits of the parent individuals. The Multiple Crossover Per Cou-
ple (MCPC) is a method that permits a variable number of children for each
mating pair [2] and often used in combination with other acceleration meth-
ods [3]. Although MCPC generates a larger search space, this method leads to
an increase in execution time in each generation. It is not easy to find the proper
parameter (the number of crossovers) for each problem, yet it is an issue that
must be addressed with every problem. To overcome this issue, self adaptations
of parameters for MCPC was proposed, yet this raises a separate concern of
how to find a fixed number of adaptations for each parameter [4]. Using the
Best Combinatorial Crossover (BCX) method [5], a modified version of MCPC
was proposed, but this method only works efficiently for the one-point crossover
problem.

Recent developments in gene-analysis technology has made it possible to
check for hereditary diseases via “prenatal diagnosis” and has been of great
interest to us. We have proposed that removing unborn children with bad di-
agnoses will allow for a large decrease in execution time of GA [6]. The fitness
of the unborn child is predicted using methods such as Artificial Neural Net-
work (ANN). As a related work with ours, Grefenstette [7] had proposed and
developed a general predictive model for the population fitness based on correla-
tions between the fitness of the parents and the fitness of the children, while our
proposed method is built based on each gene expression of the individuals. We
predict the unborn child’s fitness based on the gene sequences of individuals in
previous generations, using a previously proposed method [8] [9]. The purpose
of these methods was to reduce the burden of human Interactive Genetic Algo-
rithm (IGA) operators, and not to reduce fitness evaluation time. This paper
proposes a novel crossover method to reduce execution time for GA, in such a
way that the “prenatal diagnosis” [6] is applied to the MCPC [2].

Section 2 revisits and discusses the MCPC method proposed to generate bet-
ter children, and proposes a new crossover method using fitness prediction. The
proposed method will reduce the execution time while exploiting the character-
istic of the conventional method. Section 3 gives an experiment which compares
the proposed method with the conventional method. In the experiment, we use
a parameter optimization problem for Switched Reluctance Motor (SRM) con-
trol as an actual problem where the calculation cost of fitness evaluation is high.
Section 4 gives an experiment using five standard test functions. Section 5 ap-
plies the proposed method to the Distributed Genetic Algorithm (DGA) based
on experimental results in Section 4. Section 6 presents our conclusion.

2 Proposed Method

In this section a brief overview of Multiple Crossover Per Couple (MCPC) and
Multiple Crossover Per Couple with Prediction (MCPCP) is given.
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Fig. 1. Generation-Alternation model. (Upper:Conventional, Lower:Proposed)

2.1 Multiple Crossover Per Couple (MCPC)

In the conventional generation-alternation model illustrated in Fig. 1, children
are born using genetic operations after the reproduction selection stage. Survival
selection is then performed based on children’s fitness calculation. Either of two
methods of genetic operations can be used. One is the Single Crossover Per
Couple (SCPC) method where children are born with only one genetic crossover,
and the other is the Multiple Crossover Per Couple (MCPC) method where child
are born with two or more crossovers. Although MCPC performs well on various
optimization problems [2] it is not without its drawbacks. The MCPC method is
able to find a good solution at an early generation for some situations; however,
for others the increase in calculation time for each generation causes the total
calculation time to greatly increase. In addition, its performance depends on the
number of crossovers and the kind of problems.

2.2 Multiple Crossover Per Couple with Prediction (MCPCP)

To overcome the weaknesses in MCPC noted above, we propose a method using
MCPC with Prediction (MCPCP). In the proposed generation-alternation model
in Fig. 1, the fitness evaluation after childbirth is replaced with fitness prediction.
The fitness evaluation is performed only on individuals chosen to survive after the
initial fitness prediction. As a result, MCPCP reduces execution time compared
with MCPC. In this paper, the model which uses SCPC and MCPC will be
referred to as the conventional method, and the model which uses MCPCP will
be referred to as the proposed method.

In particular, MCPCP obeys the algorithm outlined in Fig. 2. First, Par-
ent1 and Parent2 are chosen as a mating pair randomly without replacement
from a parent population. Then, C crossovers are performed. The number of
crossoversC is decided in advance. Children generated by C crossovers are added
to the child pool. Then, 2C individuals in the child pool have their fitness pre-
dicted, and Parent1 and Parent2 are replaced by the two individuals with the
highest predicted value. Finally, Parent1 and Parent2 are evaluated for their fit-
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procedure Multiple Crossover Per Couple with Prediction
begin
i = 0;
Initialize child_pool;
Choose Parent1 and Parent2 randomly without replacement;
while i < C do
begin

Parent1 and Parent2 are crossed;
Children are added to child_pool;
i = i + 1;

end
Fitness prediction for all individuals in child_pool;
Replace Parent1 and Parent2 with best two individuals;
Fitness evaluation for Parent1 and Parent2;
Parent1 and Parent2 become part of the next generation;

end

Fig. 2. Outline of proposed algorithm

ness, and they become part of the next generation. As a result, MCPCP has a re-
duced calculation time compared with MCPC under problems in which fitness
evaluation time is large, since the number of fitness evaluation per generation is
small (only two).

2.3 Method of Fitness Prediction

The prediction scheme should be much simpler than the actual evaluation. On
the other hand, the performance of searching for the solution depends on its
accuracy, which leads to trade-offs. Prediction method should be carefully chosen
for each application.

Two previously proposed prediction methods [9] involve using an Artificial
Neural Network (ANN) and using the distance measure between individuals
in past and current generations. The latter method obtained better results in
a shorter calculation time than the former. Since reduction of calculation cost
is important for our proposed model, we used the latter method. This method
calculates weights Wi by using the similarity function S(mnew,mi) between one
individual offspring mnew and n individuals mi(i = 1, . . . , n) from previous gen-
erations in the GA search space (Eq. (2)). It is necessary to set the similarity
function S(mnew,mi) for each problem; in this case we use the reciprocal of
the Euclidean distances D(mnew ,mi) (Eq. (1)) , which had gained good exper-
imental results in [9]. The average of fitness values Pi of the individuals in the
past generation(s), weighted by the reciprocals of the distance, is defined as the
predicted fitness value Pnew of the present individual (Eq. (3)).

S(mnew,mi) =
1

D(mnew ,mi).
(1)

Wi =
S(mnew,mi)∑n

j=1 S(mnew,mj).
(2)
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Pnew =
n∑

i=1

WiPi. (3)

In the past [9], we have found that it is more efficient to use individuals mi(i =
1, . . . , n) from only one generation back to predict the new fitness, since the
calculation cost increase with the number of candidates n. Thus for our proposed
model, we choose to look one generation back to predict offspring fitness.

2.4 Target Problems for the Proposed Method

Since calculating the time for fitness evaluation is the most time intensive part,
in this paper we approximate the fitness evaluation time as the total calculation
time for the GA. Let Te and Tp be, respectively, the average time for fitness
evaluation and fitness prediction per individual. Allowing C crossovers with m
individuals per generation leads to the following calculation times.

Conventional : Tmcpc � m · C · Te. (4)

Proposed : Tmcpcp � m · (Te + C · Tp). (5)

Assuming no error in fitness prediction we would like to fulfill the requirement
that Tmcpc > Tmcpcp, or Eq. (6).

Te >
C

C − 1
Tp. (6)

However, since prediction error is not necessarily zero, we would expect good
results to occur in problems with Tp � 0, or Eq. (7).

Te >> Tp. (7)

3 A Real-World Experiment

GA is of interest in the field of mechatronics and power electronics, because it
reduces the laborious trial and error used to determine various design param-
eters [10]. Switched Reluctance Motor (SRM) is determined by the geometry
of structural design. It has been studied by exploring the parameter for SRM
optimal control such that the output performance is maximized [11]. Previous
work achieved a large reduction of execution time using the GA compared with
other search methods. However, execution time for evaluating the fitness of each
individual is huge. In this section, we apply and evaluate the proposed method
of the GA as it relates to this problem.
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Table 1. Range and spacing of parameters

Range Spacing

PWM pattern T ∗[μsec] 0.00∼42.5 0.18

turn-on angle θ0[deg] 22.50∼28.10 0.09

commutation angle θc[deg] 37.50∼43.10 0.09

Table 2. Parameters and operators

Parameter Value

Chromosome Length 24

Population Size 50

Selection method Tournament

Crossover Rate 1.0

Crossover Method Uniform

Mutation Rate 0.03

Terminal Time (sec) 10,000

3.1 A Parameter Optimization Problem for SRM Control

We will first briefly describe the problem of discovering the best parameter for
SRM control under operating condition. Specifically, an individual has a 24-bit
chromosome consisting of 3 parameters -Pulse Width Modulation (PWM) pat-
tern T ∗, turn-on angle θ0, and commutation angle θc- which are the voltage
control parameters for SRM. We explored parameters for which the square ra-
tio of torque/ampere is maximized and speed-ripple factor is minimized. This
problem has an epistasis and many local minima, although it has a unimodal
large-scale trend. The range and spacing of each control parameters is shown in
Table 1.

3.2 Fitness Evaluation

We will now describe a method of fitness evaluation for this problem. First, we
calculate instantaneous current waveform i(θ) and instantaneous torque wave-
form τ(θ) using the parameters T ∗, θ0, and θc. Eq. (8) gives the fitness based on
i(θ) and τ(θ). We define a good individual as one with a high fitness score.

F (T ∗, i(θ), τ(θ)) =⎧⎪⎨
⎪⎩

−T ∗ ; if i(θ) > 30A
−
∣∣∣ τ∗−τave

τ∗

∣∣∣ ; else if
∣∣∣ τ∗−τave

τ∗

∣∣∣ > 0.02
τave/I2

(τave/I2)max
+ krip

(ωrip)min

ωrip
; else,

(8)
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where
τ∗ = 14.7[N · m] × 0.8
krip = 1.0
ωrip = ωmax−ωmin

ω∗ × 100
ω∗ = 100 × 2π

60
,

ω = 1
J

∫
(τave − τ (θ))dθ

J = 1.258 × 10−2[kg · m2]

I =

√∫
i(θ)2dθ.

To be sure this is a suitable problem to apply the proposed method to, we
found that the average calculation time for fitness evaluation Te was 0.35 sec.
The average calculation time for fitness prediction Tp was 0.1 × 10−4 sec. This
satisfies Eq. (7). Therefore, we expect positive results from the proposed method.

3.3 Results and Discussion

The experimental conditions are detailed in Table 2. The experiment of 20 runs
was performed in such a way that run 1 performed only one crossover per cou-
ple (SCPC) , i(2 ≤ i ≤ 6) executed i crossovers per couple (MCPC), and
i(2 ≤ i ≤ 6) executed i crossovers per couple with prediction (MCPCP). The
number of crossovers in the experiment is based on [2].

The average execution time needed to discover an optimal solution for each
number of crossovers for is shown in Fig. 3. Esquivel et al. note a weakness
of MCPC, that it will give a wrong response depending on the number of
crossovers [2]. MCPC reaches an optimal solution faster than SCPC only when
it is applied with four crossover. In other words, the number of crossovers for
which MCPC works is limited. On the other hand, MCPCP reaches an optimal
solution faster than SCPC and MCPC for any number of crossovers, although
for it also the calculation time depends on the number of crossovers.

Fig. 4 shows the transition of the fitness value at each time on this problem
for SCPC, the best value of MCPC and MCPCP. In this experiment, we observe
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that SCPC performs well at the beginning of the search but not in the later
stage. On the other hand, although MCPC and MCPCP do not perform well
when the number of choices in the beginning of the search is increased, that is,
when the variety in the population is large, we observe that MCPC and MCPCP
do not fall into local minima at the later stage and provide the optimal solution
faster than SCPC. Additionally, the MCPCP method we proposed provides the
optimal solution faster than MCPC, thus reducing the calculation time of fitness
evaluation with fitness prediction.

4 An Experiment with Standard Test Functions

In this section, the performance of the proposed method is examined by opti-
mizing five standard test functions1. The proposed method attempts to reduce
execution time by performing fitness prediction instead of fitness evaluation.
Thus, problems in which a calculation time for fitness evaluation is far larger
than that for fitness prediction, as shown in Eq. (7), are the targets for the
proposed method. This problem is not one of those target problems, since the
calculation time for fitness evaluation is very small. However, in this paper we
examine the performance of the proposed method by focusing on the number of
fitness evaluations, since the time required to find the solution approaches the
calculation time for fitness evaluation in target problems which meet Eq. (7).

4.1 Test Functions

The optimization problems used here are the minimization of Schwefel’s func-
tion 1.2 (f1), Rosenbrock’s function (f2), Griewank’s function (f3), Schwefel’s
function (f4), and Rastrigin’s function (f5) with 10 design variables, as shown
in Eq. (9)∼ (13). The optimum solution is zero, which is the minimization of
the function. Characteristics of each function are shown in Table 3. Schwefel’s
function 1.2 and Rosenbrock’s function are unimodal functions, but they have
a strong epistasis among their variables. Griewank’s function has very small but
numerous minima around the global minimum, although it has a unimodal shape
on a large scale. Schwefel’s function has many local minima, and it has a global
minimum at one of the four corners in a two dimensional case. Rastrigin func-
tion also has many local minima, but it has no epistasis among its variables. For
these functions, one design variable is represented by 10 bits, 10 design variables
means the chromosome is 100 bits long.

f1(x1, · · · , xn) =
n∑

i=1

(
i∑

j=1

xj)2. (−64 < xi ≤ 64) (9)

1 We used a binary-coded GA in this paper, although it is possible that real-coded
GA is more useful than binary-coded GA for this problem.
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Table 3. Characteristics of test
functions
function name modality epistasis

Schwefel 1.2 (f1) unimodal high

Rosenbrock (f2) unimodal high

Griewank (f3) multimodal medium

Schwefel (f4) multimodal nothing

Rastrigin (f5) multimodal nothing

Table 4. Parameters and operators

Parameter Value

Chromosome Length 100

Population Size 100

Selection method Roulette

Crossover Rate 1.0

Crossover Method 1-Point

Mutation Rate 0.01

Terminal # of Evaluations 5,000,000

f2(x1, · · · , xn) =
n−1∑
i=1

[100(xi+1−x2
i )

2+(1−xi)2]. (−2.048 < xi ≤ 2.048) (10)

f3(x1, · · · , xn) = 1+
n∑

i=1

x2
i

4000
−

n∏
i=1

(cos(
xi√
i
)). (−512 < xi ≤ 512) (11)

f4(x1, · · · , xn) =
n∑

i=1

−xisin(
√
|xi|). (−512 < xi ≤ 512) (12)

f5(x1, · · · , xn) = 10n +
n∑

i=1

(x2
i − 10cos(2πxi)). (−5.12 < xi ≤ 5.12) (13)

4.2 Results and Discussion

The experimental condition is shown in Table 4. The experiment of 20 runs is
performed on each function, in such a way that run 1 executed only one crossover
per couple (SCPC), i(2 ≤ i ≤ 6) executed i crossovers per couple (MCPC),
and i(2 ≤ i ≤ 6) executed i crossovers per couple with prediction (MCPCP).
The number of crossovers in the experiment is based on [2]. The results of the
experiment, the average number of evaluations where the optimum is discovered
for each number of crossovers, are shown in Table 5. When the optimum is not
discovered, the fitness values at the terminal number of evaluations (=5,000,000)
for each number of crossovers. In this table, the bold type indicates that the
proposed method performs well compared with the conventional method.

In this experiment, we observe that the MCPCP method we proposed pro-
vided or approaches the optimal solution faster than the conventional method
according to tests f1, f2, and f5. On the other hand, MCPCP under test f3 does
not perform well on average. MCPCP under test f4 does not provide the opti-
mal solution for some numbers of crossovers until the terminal generation. It is
difficult to predict exactly in multimodal functions having many local minima,
because the fitness prediction uses all individuals in the previous generation. It
is supposed that the reason why the proposed method does not perform well in
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Table 5. The average number of evaluations (#) where the optimum is discov-
ered (×103) or the average fitness at the terminal

Best value of MCPCP (Proposed)
SCPC&MCPC for each number of crossovers
(Conventional) 2 3 4 5 6

f1 #164.60 #138.00 #143.60 #108.00 #131.90 #132.40

f2 0.61 0.50 0.53 0.56 0.58 0.54

f3 0.05 0.07 0.05 0.06 0.05 0.06

f4 #4,716.70 #2,695.80 #4,247.70 5.92 5.92 #4,475.80

f5 #125.30 #96.10 #91.50 #86.50 #91.30 #91.30

multimodal functions appears to be that it settles on a local minima because of
prediction error. The proposed method performs well on parts of f4 and f5 in
spite of their multimodal shapes because the shape is a big-valley structure2.

From these results, it seems that the proposed method performs well because
it had fewer errors in fitness prediction of unimodal functions. However, we
need to apply the proposed method to other problems having varied search
spaces. Therefore, we apply the proposed method to the Distributed Genetic
Algorithm (DGA) [12], since it is effective in solving multimodal functions. The
next section gives the method and a re-experiment using the DGA.

5 An Application to the Distributed Genetic Algorithm

In this section we show a re-experiment using the DGA for two functions f3 and
f4 which had bad results in previous section. Fitness prediction is performed per
subpopulation when we apply the proposed method to the DGA.

5.1 A Distributed Genetic Algorithm (DGA)

Fig. 5 shows the overview of the DGA [12]. In the DGA, a large population is
divided into smaller subpopulations, and a traditional GA is executed on each
subpopulation separately. Some individuals are selected from each subpopula-
tion and migrated to different subpopulations periodically. The variety of the
individuals in the whole population is increased by converging on local minima
at each subpopulation. This large variety improves the effectiveness of the search
in DGA compared with conventional GA.

Additional coding is not needed to apply the proposed method to the DGA.
However, past individuals mi(i = 1, . . . , n) used for prediction should be in
the same subpopulation as the individual mnew that we want to predict. As
a result, we can make full use of the characteristics of the DGA executing on
each subpopulation separately, and we expect that individuals will converge on
local solution early at each subpopulation.
2 A function with big-valley structure has many local minima, but a unimodal shape

on a large scale.
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Table 6. The average number of evaluations (#) where the optimum is discov-
ered (×103) or the average fitness at the terminal

Best value of MCPCP (Proposed)
SCPC&MCPC for each number of crossovers
(Conventional) 2 3 4 5 6

f3 0.0049 0.0010 0.0016 0.0016 0.0012 0.0016

f4 #52.8 #40.0 #42.4 #48.0 #44.8 #46.8

5.2 Results and Discussion

We used much the same experiment as the previous section. In the experiment,
we examined the prediction about the two functions f3 and f4 which had bad
results in previous section. The parameters for the DGA based on [13] are follows:
the population size is 400; the number of subpopulations is 40; the migration
interval and the migration rate of f3 are 7 and 0.1 respectively; the migration
interval and the migration rate of f4 are 5 and 0.5 respectively. Table 6 shows the
results of the experiments of f3 and f4. The result of f3 is the average fitness at
the terminal number of evaluations (=5,000,000) for each number of crossovers.
The result of f4 is the average number of evaluations where the optimum is
discovered at each number of crossovers.

In this additional experiment, we observed that the proposed method obtains
the optimal solution with fewer numbers of evaluation and the average fitness at
the terminal is higher than the conventional method at all number of crossovers.
Thus, the proposed method works efficiently with multimodal shaped problems
when applied to the DGA.

6 Conclusion

We have proposed a method to reduce execution time using the fitness predic-
tion as a modified version of MCPC that increases search points. The proposed
method is intended for problems in which fitness evaluation time is large. In this
paper, the proposed method has been applied and examined with a parameter
optimization problem for SRM control. In this experiment, the proposed method
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could obtain an optimum solution faster than SCPC and MCPC, the conven-
tional method. We also examined this method with the standard test function
to check applicability to other common problems. We observed that the pro-
posed method performed well in experiments with these test functions except
for multimodal functions having many local minima. In this case, prediction er-
ror increases because we need to use all individuals in the previous generations
for prediction, and we guess that the incorrect prediction causes the solution to
fall into the local minima. On the other hand, we had good results using fitness
prediction for each subpopulation by using DGA about two functions having
bad experimental results. Thus, the proposed method with the DGA can be
applicable to various problems.

When GA is applied to various engineering applications, the search space is
unknown, and many applications need large amounts of high-fitness individu-
als because of spread of the search space. However, the increase of the predic-
tion error may cause the probability of selecting precisely best two individuals
per crossover to decrease. This means that the applicable number of crossovers
depends on the prediction error. Thus, it is important to increase the predic-
tion accuracy to improve the search performance by increasing the number of
crossovers. It has been reported the effect of the prediction accuracy depends
on the generation and the number of past generations needed to predict [14]. In
the future, we would like to improve the effectiveness of the proposed method.
Therefore, it is important to improve the prediction accuracy by modifying the
proposed method. Thus, it has need to consider other research or examine other
method of fitness prediction.
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Abstract. The RGCP (Robust Graph Coloring problem) is a new vari-
ant of the traditional graph coloring problem. It has numerous practical
applications in real world like timetabling and crew scheduling. The tra-
ditional graph coloring problem focuses on minimizing the number of
colors used in the graph. RGCP focuses on the robustness of the color-
ing so that the coloring is able to handle uncertainty that often occurs
in the real world. By that, we mean that given a fixed number of colors
we would like to color the graph so that adjacent vertices are assigned
different colors with the consideration of the possible appearance of the
missing edges. In this paper, we present a new hybrid genetic algorithm
(GA), which embeds two kinds of local search algorithms - enumerative
search and random search within the GA framework. In addition, we
integrate a partition based encoding scheme with a specialized crossover
operator into our GA method. We also propose an adaptive scheme that
alternates between two local search methods to increase performance.
Experimental results show that our new algorithm outperforms the best
published results in terms of the quality of solutions and the computing
time needed.

1 Introduction

The graph coloring problem is a well-known NP-complete problem, which has
numerous applications in real world [7]. It has many applications in timetabling
and scheduling. The goal of the coloring problem is to use the minimal number
of colors to color the vertices of a given graph, with the constraint that all pairs
of adjacent vertices must receive the different colors. The graph coloring problem
is an important problem. DIMACS, in its second challenge, has put the graph
coloring problem as one of its challenge problems with many benchmark data [6].
Unfortunately, the graph coloring problem is NP-complete [4], as a result, many
heuristics algorithms have been proposed [1, 6, 5] to solve it.

The RGCP (robust graph coloring problem) is a very useful extension of
the classical graph coloring problem. The problem was first introduced by [8].
RGCP focuses on building robust coloring for a given graph by a fixed number
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Table 1. An instant of one-day timetable of flight route

ID Route Departure Time Return Time

1 HKG-PEK-HKG 09:00 16:00
2 HKG-XMN-HKG 09:00 14:00
3 HKG-PEK-HKG 15:00 22:00
4 HKG-KMG-HKG 16:00 23:00
5 HKG-PVG-HKG 08:00 15:00

of colors, taking into consideration the possibility of appearing and penalizing
those coloring where both vertices of an missing edge having the same color. The
penalty function depends on the application domain. In [8], a GA based method
was presented to solve RGCP. The experiments in that paper showed that the
algorithm had acceptable results and running time, as compared to approached
based on binary (0/1) programming.

In this paper, we present a new hybrid GA based approach to solve RGCP.
A new encoding method has also been devised which has the ability to reach
all solution configurations. This is an improvement over the previous method
will may not reach certain solution. A specialized crossover operator is created
and integrated into the hybrid GA search framework with two kinds of local
search operators. The experimental results indicate that our new approach to be
superior in quality and also in computing time.

In Section 2, we shall present the problem statement with an analysis of
the time complexity of RGCP. In Section 3, the binary programming model of
RGCP is presented together with the previous GA approach. We present our
new encoding method for search space and our crossover operator in Section 4.
The complete hybrid GA is introduced in Section 5. Computation results are
given in Section 6. Finally, we present the conclusion in Section 7.

2 Problem Statement and Time Complexity

2.1 Crew Assignment Problem – An Application

Before we formalize the statement of RGCP, we would like to introduce - robust
crew assignment for a regional airline. Suppose you are in charge of four crew
teams for five round-trip domestic flight routes from Hong Kong to other main-
land China cites, illustrated in Table 1. In Table 1, columns 1 to 4 are identity
number (ID), the flight route, the time of departure from and to the home base
airport (Hong Kong International Airport - HKG) within one day respectively.

The constraints for crew assignment are (i) each flight route should has one
and only one crew team; (ii) each crew team can serve at most one flight route
at any time; (iii) each crew team should has at least 60 minutes or more ground
time in HKG to transfer from one flight route to another, a crew member may be
asked to take one more flight route due to insufficient personnel. Considering the
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Time 9:00      14:00      15:00      16:00                       22:00  
1

2
3

4
5

Fig. 1. overlap based on the timetable of Table 1

1

4

2

3

5

Fig. 2. Graph model responding the timetable in Table 1

above constraints for crew assignment, we know the most important relationship
is the overlap of flying duration. For example, the overlap relationship based on
timetable of Table 1 is shown in Figure 1. We can use a graph to model the
overlap relationships where each vertex represents one flight route. An edge
exists between two vertices if a crew member can work on the two flight routes
represented by the two vertices. This means that the end time of the earlier
route must be earlier than the start time of the later route by 60 minutes. For
instance, based on the overlap relationship in Figure 1, the corresponding graph
model is showed as Figure 2.

We can model the crew assignment problem as a graph coloring problem
where each vertex represents a flight route and each color represents one crew
team. For the graph in Figure 2, it is easy to see that the minimum number of
colors needed is 3. This means that only 3 teams of crew can handle all 5 flight
routes without violating any constraint. One possible optimal coloring for the
graph in Figure 2 is (Solution 1): [C(1) = 1, C(2) = C(3) = 2, C(4) = C(5) = 3]

This means that we assign crew team 1 to route HKG-PEK-HKG; schedule
crew team 2 to take route HKG-XMN-HKG and route HKG-PEK-HKG (the
team has exactly 60 minutes for ground transfer); schedule crew team 3 to handle
route HKG-PVG-HKG and HKG-KMG-HKG.

Next, let us consider flight delays which occur very often. For example, due
to the bad weather of Xiamen (XMN), the flight route No.2 has been delayed to
return to HKG at 16:00 instead of the original schedule at 14:00. This change
results in the change of the overlap relationship between flight routes No.2, No.3,
and No.4. The modified graph model is shown in Figure 3. In Figure 3, three
colors is not enough. However, if the previous coloring solution for the graph of
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1
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5

Fig. 3. Graph model if flight route No.2 delays to return at 16:00

Figure 2 is (Solution 2): [C(1) = 1, C(2) = 2, C(3) = 3, C(4) = C(5) = 4], it
can obviously handle this uncertain flight delay without any crew assignment
rescheduling. In fact, in many situations, we prefer to get a robust result rather
than the other with the minimum number of colorings. The aim of robust crew
assignment problem is to seek the most robust assignment. Here, the definition
of ‘Robustness’ takes into account the uncertainty of the flight delays which is
a norm in day to day operations.

One simple way to model the uncertainty is to estimate the probabilities of
the presence of the missing edges. In the robust crew assignment problem, we
have the following equation, considering the overlap rate between two flights
route No.i and No.j,

hij ≡
Ttr

max{T dep
i , T dep

j } −min{T ret
i , T ret

j }+ α
(1)

where T dep
i and T ret

i represent the departure and return time for flight route
No.i, Ttr means the minimal ground transfer time, and α is a constant. From
the above equation, we can obtain the following uncertainty matrix H which
presents all uncertain changes on the fixed timetable of Table 1 (c is set to 10)

H =

⎡
⎢⎢⎢⎢⎣

∗ − − − −
∗ 0.86 0.46 −
∗ − −

∗ 0.86
∗

⎤
⎥⎥⎥⎥⎦

(2)

In addition, we formalize the objective function for a given graph topology G =
(V,E) with given uncertain information matrix H ,

minR(G) ≡ −log
∑

(i,j)∈E,C(i)=C(j)

hij (3)

For the solution 1, the value of robustness is R = −log(p(2, 3) + p(4, 5)) =
−log(0.86+0.86) = 0.236. On the other hand, for the solution 2,R=−log(p(4, 5))
= −log(0.86) = 0.066. From the above calculation results, we say that Solution
2 is more robust than Solution 1.
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2.2 The General Problem

The Robust Graph Coloring Problem (RGCP) can be defined as follows:
Given the graph G = (V,E) with |V | = n, let c > 0 be an integer number

and the penalty set P = {pij, (i, j) ∈ E}, The objective function of RGCP is to
find

minR(G) ≡ −log
∑

(i,j)∈E,C(i)=C(j)

pij (4)

where C is a coloring mapping i.e. C : V → 1, 2, · · · , c satisfying C(i) �=
C(j), ∀(i, j) ∈ E. The RGCP can be characterized by (n, c, P ). Depending on
various application domains, the penalty set may have different definitions.

2.3 Time Complexity

As a special instance of RGCP when all penalties are zero, i.e. pij = 0, ∀(i, j) ∈
E and R(C) = 0, the RGCP problem becomes the classical decision minimal
coloring problem which has been proven to be a NP-complete problem [Garey
and Johnson, 1979]. Hence, RGCP is a NP-complete problem.

3 Binary Programming and GA

We introduce the binary programming model to solve the RGCP exactly. Let
the decision variable xjk = 1 if C(j) = k, otherwise xjk = 0, where j(1 ≤ j ≤ n)
is the index of vertex, k(1 ≤ k ≤ c) is the index of color and C represents the
coloring mapping. We define the auxiliary variables

yij =
{

1 ∃k, xik = xjk = 1
0 otherwise

∀(i, j) ∈ E (5)

Then the RGCP can be stated as

minR(G)
∑

(i,j)∈E

pijyij (6)

subject to the following constraints
∑c

k=1 xik = 1, ∀i ∈ {1, 2, · · · , n}
xik + xjk ≤ 1, ∀(i, j) ∈ E, ∀k ∈ {1, 2, · · · , c}
xik + xjk − 1 ≤ yij , ∀(i, j) ∈ E, ∀k ∈ {1, 2, · · · , c}

(7)

As the RGCP is NP-complete, the binary programming method can only
solve very small instances optimally in acceptable computing time.

We briefly describe the GA method presented in [8] to to solve the RGCP.
There are several key components in any classical GA algorithm. These in-

clude search space encoding, fitness function, operators for population (selection,
crossover and mutation) and the parameters setting such as the maximum num-
ber of iterations, the population size and so on. In that paper, the search space
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encoding is based on the sequence of vertices. Once the sequence is defined,
the solution is constructed greedily as follows: for any vertex, the least feasible
color was computed taking into account the colors of adjacent vertices that were
colored previously. This encoding method cannot guarantee the feasibility of
coloring from every sequence, i.e. eventually more than c colors may be needed
and a large penalty P1 is added to the fitness function to penalize any invalid
coloring during GA search process.

The selection operator is the basic Monte-Carlo method that gives each indi-
vidual in the population a probability of selection. The probability is the rate of
the value of its fitness function over the sum of all individuals. The crossover is
the standard single point crossover method which randomly selects a crossover
point and exchange the two sequences at the crossover point. The numbering
may be readjusted to be unique based on the relative order of the “crossovered”
results.

There are several drawbacks for the above method. Firstly, the encoding
method is not sufficient enough to cover the whole space of coloring. In other
words, the optimal solution may not be reachable. For example, the sequence (1,
2, 3, 4, 5) can be used to construct Solution 1 for the graph in Figure 2. However,
no sequence can construct the solution 2 successfully for the same graph by
the above greedy construction algorithm. The reason is that the above greedy
construction algorithm focuses on the minimal number of colors only in each
search step, but not on the robustness of the coloring. In addition, the crossover
method does not handle the objective function (robustness) effectively. Finally,
the classical GA method is a little unrefined as an efficient search method.

4 Encoding and Crossover Operator

We use an encoding method based on the partition approach, where a set of
vertices belonging to a group will be assigned the same color. In other words,
an individual s in the population can be presented as s = {V1, V2, · · · , Vc},
where Vi = {j|C(j) = i, 1 ≤ j ≤ n}, 1 ≤ i ≤ c. For instance, the Solution
1 for the graph in Figure 2 can be presented as {{1}, {2,3},{4,5},{}} and the
Solution 2 can be presented as {{1},{2},{3},{4,5}}. It is obvious that the above
partition based encoding can represent any coloring. Compare with the order
and color based approach, our search space is cn instead of n!, since the order
of the vertices assigned with the same color will be ignored in the search. In
practice, we always have c� n, hence cn � n!.

One efficient crossover operator for the individuals encoded based on the
partition approach is the Greedy Partition Crossover (GPX) mentioned in [3].
The description of GPX is presented below:
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Algorithm 1 The GPX crossover operator

Input: individual s1 and s2 as parents
s1 = {V 1

1 , V 1
2 , · · · , V 1

c }
s2 = {V 2

1 , V 2
2 , · · · , V 2

c }
Output: offspring s = {V1, V2, · · · , Vc}
1: for all i(1 ≤ i ≤ c) do
2: if i is odd then
3: A=1;
4: else
5: A=2;
6: end if
7: Vi = V A

j ;
8: remove all vertices of Vi from both s1 and s2;
9: end for

10: Assign randomly the vertices of V/(V1 ∪ V2 ∪ · · · ∪ Vc) ;

s1 – parent 1   s2 – parent 2  s – offspring 
V1

1 V2
1 V3

1 V4
1 V1

2 V2
2 V3

2 V4
2 V1 V2 V3 V4

Input 1,9 2,3 4,5 6,7,8  1,6 2,9 3,8 4,5,7      
i=1 A=1 1,9 2,3 4,5   1 2,9 3 4,5  6,7,8    

i=2 A=2 1 3 4,5   1  3 4,5  6,7,8 2,9   
i=3 A=1 1 3    1  3   6,7,8 2,9 4,5  
i=4 A=2  3      3   6,7,8 2,9 4,5 1 

Random
Assign 

          6,7,8 2,9 4,5,3 1 

Output   6,7,8 2,9 4,5,3 1 

Fig. 4. The GPX crossover operator: An example

Figure 4 illustrates how the offspring are produced by GPX, where the two
parents are s1 = {{1, 9}, {2, 3}, {4, 5}, {6, 7, 8}} and s2 = {{1, 6}, {2, 9}, {3, 8},
{4, 5, 7}} when c is 4.

5 The Hybrid GA

5.1 Algorithm Description

We use the hybrid GA to solve RGCP using the new encoding scheme and
crossover operator introduced in Section 4. The general framework of our algo-
rithm is given in Figure 5.

First, the algorithm generates an initial population from random colorings. It
will then perform Selection, Crossover, Local Search and Update steps iteratively
for Tmax iterations. The details of each step in each generation is described below:

– Selection: The population m is divided into m/2 pairs randomly. The cross-
over operation is performed on each pair with a probability of pc
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G=(V,E),c

t=0

P=InitPopulation

t > IT
max

?

( s1, s2 )=Selection(P )

s=Crossover ( s1, s2 )

s=LocalSearch( s )

P=UpdatePopulation

t=t+1

N

Y

Fig. 5. The framework of the hybrid GA

– Crossover: a offspring is created by CPX
– Local Search: A local search algorithm is applied to improve the offspring to

get a new individual using a fixed number of iterations
– Population Update: The improved individual is inserted into the population

by replacing the parent individual with the worst value of fitness function

We replace mutation operator with a local search procedure to focus the
search process.

5.2 Selection Operator

We set the deterministic sampling as the selection operator in our GA. The
deterministic sampling is given by the following equation:

Ni = M
F (individualm)∑M

m=1 F (individualm)
(8)

M is the size of population and the fitness function F (G) = 1
R(G) if the color-

ing is valid, otherwise F (G) = 1
R(G)+P1

. In deterministic sampling, Ni is first
determined for each individual. And then, the integer value of the expected oc-
currence is copied directly into the population. Secondly, the fractional portion
of the Ni is used as a sort order for the individuals in the population, i.e., the
individuals with the greatest fractional component head a list. Finally, the re-
maining individuals are selected from the top of the list until the population is
full.
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5.3 Two Local Search Operators

In general, the objective of the local search in our hybrid GA is to maximize
fitness function subjected to the neighborhood search space of changing only one
vertex. We designed two kinds of local search operators in our algorithm, one is
known as enumerative search and the other is called random search.

– Enumerative search
Step 1: For each vertex, the algorithm first calculates the reduction of the
fitness function if the color for that vertex is removed. The vertex with
minimum reduction to the fitness function is marked as v′.
Step 2: We try all possible colors on the vertex v′. The color with has max-
imum increase of the fitness function is denoted as c′. We assign color c′

to vertex v′. The above two steps are repeated Le times to obtain the final
result. In Step 1, we iterate all vertices and in Step 2, we iterate through all
colors, therefore the computing time is O(Le ∗ (n+ c)). If we were to try all
possible coloring switches naively, the computing time is O(Le ∗ (n ∗ c).

– Random search
Step 1: We randomly choose a vertex v′ in the given graph and calculate the
reduction of the fitness function when the existing color for v′ is removed.
Step 2: Try all possible colors on vertex v′. Let color c′ be the color with the
maximum increase of the fitness function. Assign color c′ to vertex v′. The
above two steps will be iterated Lr times. Since each iteration enumerates
all colors in Step 2, the time of computing is O(Lr ∗ (1 + c)).

The performance comparison of the two local search operators is presented
in Section 6. Since they have different performance according to the size of input
graph, we make our algorithm adaptive and more efficient by integrating both
local search methods into a hybrid GA that selects either method based on
a threshold such as n or c/n.

6 Experimental Results

First, we design a set of experiments to compare the performances between the
two local search operators - enumerative search and random search on various
input data. There are a total of 16 input sizes, n, where n ranges from 10
to 1000. For each size, we randomly generate 50 instances where the missing
edge penalties are generated with the uniform distribution in the interval [0,1].
The graph density is fixed to be 0.5. We have the same parameters setting
(m = 20, ITmax = 50, pc = 0.6, P1 = 105) as previous GA method [8]. We
try Le = 10 and Le = 20 for the enumerative search and Lr = 50 for the
random search. For our experiments, we use a Pentium III personal computer
with a 500MHz CPU and 256M RAM. The previous paper proposed in [8] uses
the same hardware configuration.

The experimental results are shown in Table 2. For each row identified by
ID from 1 to 16, the graph size and the number of colors allowed, the results
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Table 2. Enumerative Local Search v.s. Random Local Search (the optimal
solution marked *)

Enumerative Search Enumerative Search Random Search
ID n c (Le = 10) (Le = 20) (Lr = 50)

R CPU Time R CPU Time R CPU Time

1 10 4 3.04 0.58 3.03 0.67 *2.96 1.26
2 10 5 1.52 0.5 1.51 0.8 *1.48 1.09
3 15 5 7.18 0.49 7.02 1.03 *6.33 1.19
4 15 6 4.07 0.64 4.1 0.86 *3.73 1.14
5 20 5 15.58 0.67 14.92 0.66 *13.12 0.72
6 20 8 4.17 0.68 4.06 1.06 *3.78 1.52
7 20 10 1.68 0.92 1.71 1.04 *1.48 1.43
8 50 18 11 1.46 10.9 2.32 *8.38 2.41
9 100 35 25.28 2.8 23.34 3.07 *15.45 3.24
10 100 50 4.18 2.92 3.74 4.29 *2.40 3.94
11 250 70 103.08 9.24 98.73 11.41 *80.71 7.64
12 250 90 47.65 10.6 37.62 13.49 *36.54 9.44
13 500 150 193.85 37.66 *139.29 49.11 156.2 31.1
14 500 200 113.23 47.71 *59.72 68.23 81.1 48.2
15 500 250 92.46 73.47 *36.05 100.14 109.99 120.09
16 1000 400 306.19 264.49 *220.36 372.03 267.84 351.37

for both two local search operators including the average minimum value R of
objective function and the corresponding average CPU time in seconds.

From the Table 2, the enumerative search of Le = 10 has the fastest run-
ning time. However, the its solution is the worst among the three methods. For
example, when Le increases to 20, the solution obtained for (n, c) = (500, 200)
improves from 113.23 to 59.72. However, its running time is also increased ac-
cordingly. When we compare random search with Lr = 50 and enumerative
search with Le = 20, the random search is superior in terms of the run time
except in the test set ID.15 where the ratio c/n is too big. When n < 500,
the random search based method outperforms the enumerative search. However,
when n ≥ 500, the enumerative search is better than the random search.

Secondly, we designed another set of experiments to compare the performance
between our new hybrid GA and GA proposed in [8] for medium and large
graphs. The experimental results are given in Table 3. We have 9 sizes of input
graph (row), where the number of vertices n ranges from 50 to 2000. For each
size, we randomly generated 50 instances for the graph where the penalty for the
each missing edge is 1. This has the same setting as previous published GA[8].
In each row, we provide the number of vertices n, the fixed number of colors c,
the average minimum value of the objective function R with the average CPU
running time in seconds by our hybrid GA using random local search of Lr = 50.
In addition, the results by published GA in [8] are also listed for comparison.

From Table 3, it is clear that our new hybrid GA outperforms the published
GA significantly, not only obtaining better quality of solutions, but also reducing
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Table 3. Hybrid GA v.s. Published GA (the optimal solution marked *)

Hybrid GA Published GA
ID n c (without Alternating) (with Alternating)

R CPU Time R CPU Time R CPU Time

1 50 18 *46.00 2.35 *46.00 2.35 46 1.54
2 100 35 *95.00 4.22 *95.00 4.22 97 5.5
3 250 70 *330.00 12.26 *330.00 12.26 334 54.32
4 250 80 *270.00 12.79 *270.00 12.79 280 46.47
5 250 90 *230.00 14.22 *230.00 14.22 238 39.38
6 500 200 400.04 56.56 *400.00 54.82 411 166.14
7 1000 300 1202.28 262.89 *1202.20 227.52 1235 646.42
8 2000 500 3106 977.49 *3006 1006.33 N/A N/A
9 2000 700 2006 1276.31 *1948 1175.60 N/A N/A

the computing by almost 75%. Furthermore, our hybrid GA can solve inputs with
large sizes. For instance, it can obtain results for n = 2000 within 20 minutes
using a 500MHz PC.

Finally, in Table 3, we also show the results for the adaptive alternating local
search. The threshold for alternating between the two local search methods is
fixed to be n = 500, where the algorithm will select the random local search if
n < 500, otherwise it will select the enumerative local search. From Table 3, the
alternating method improves the performance for test cases with large sizes. For
instance, in ID.9 when (n, c) = (2000, 700), it brings 3% relative improvement
in solution with the same amount of running time.

7 Conclusion

In this paper, we studied RGCP and presented a new hybrid GA approach
to solve the problem. Computational results indicated that our hybrid GA to
be superior to the previous method, not only in solution quality but also in
computational efficiency.
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Abstract. Considerable progress has recently been made in using clause
weighting algorithms to solve SAT benchmark problems. While these al-
gorithms have outperformed earlier stochastic techniques on many larger
problems, this improvement has generally required extra, problem spe-
cific, parameters which have to be fine tuned to problem domains to
obtain optimal run-time performance. In a previous paper, the use of
parameters, specifically in relation to the DLM clause weighting algo-
rithm, was examined to identify underlying features in clause weighting
that could be used to eliminate or predict workable parameter settings.
A simplified clause weighting algorithm (Maxage), based on DLM, was
proposed that reduced the parameters to a single parameter. Also, in
a previous paper, the structure of SAT problems was investigated and
a measure developed which allowed the classification of SAT problems
into random, loosely structured or compactly structured. This paper ex-
tends this work by investigating the behaviour of Maxage with regard
to the structural characteristics of SAT problems. The underlying mo-
tivation for this study is the development of an adaptive, parameterless
clause weighting algorithm.

Keywords: Constraints, Search.

1 Introduction

The propositional satisfiability (SAT) problem is fundamental in solving many
practical problems in mathematical logic, inference, machine learning, constraint
satisfaction, and VLSI engineering. Theoretically, the SAT problem is the core
of a large family of computationally intractable NP-complete problems. Several
such NP-complete problems have been identified as central to a variety of areas in
computing theory and engineering. Therefore, methods to solve the satisfiability
problem play an important role in the development of computing theory and
systems.

In this paper, as with most other work on SAT algorithms, we only consider
propositional formulae in conjunctive normal form. That is, formulae of the form
F =

∧
i

∨
j lij where each lij is a propositional variable or its negation. The lij are

T.D. Gedeon and L.C.C. Fung (Eds.): AI 2003, LNAI 2903, pp. 137–149, 2003.
c© Springer-Verlag Berlin Heidelberg 2003
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termed literals while the disjunctions
∨

j lij are the clauses of F . The goal of all
SAT algorithms is to find an assignment of the truth values to the propositional
variables in F that results in no unsatisfied (false) clauses.

Algorithms for solving SAT problems can be divided into two categories: com-
plete and incomplete. Complete SAT algorithms perform a systematic traversal
of the search space and will always find a solution if one exists. Incomplete SAT
algorithms are stochastic algorithms in that they may find a solution but, if they
fail, it cannot be concluded that no solution exists.

Some of the best known incomplete SAT algorithms are local search algo-
rithms that, while they differ in detail, all basically implement a local search
strategy which starts with an initial random assignment of truth values to all
propositional variables. In each subsequent search step, the algorithm selects
a variable using some heuristic and negates the truth value of that variable (i.e.
true to false or false to true). Variable negations are typically performed with
the goal of minimising an objective function based on the currently unsatisfied
clauses.

A version of local search, that has recently become very effective in SAT prob-
lem solving, modifies the objective function by associating a weight with every
clause of the given formula. These algorithms then aim to minimise the total
weighted objective function rather than the number of unsatisfied clauses. By
appropriate manipulation of clause weights, these clause weighting algorithms
are able to escape from local minima and other attractive non-solution areas
in the underlying search space. The major, inherent disadvantage in these algo-
rithms is that additional, problem dependent, parameters are required to control
the clause weights.

In 1993, clause weighting local search algorithms for SAT were simultane-
ously proposed in [5] and [8]. Various enhancements to clause weighting followed
in the mid-90s, particularly Jeremy Frank’s work on multiplicative weighting and
weight decay [1]. Early clause weighting algorithms avoided plateau search by
adding weight to all unsatisfied clauses as soon as a plateau was encountered [5].
However, it was not until the development of DLM [9] that these insights were
translated into significant performance improvements. The main differences be-
tween Discrete Lagrangian Multiplier (DLM) and earlier clause weighting tech-
niques are in the use of a tabu list [2] to guide the search over plateau areas,
and a weight reduction heuristic that periodically reduces clause weights. The
Smoothed Descent and Flood (SDF) algorithm [6] uses multiplicative weighting
and a continuous renormalisation of relative weights after each increase. While
SDF produced some improvement over DLM in terms of the number of variable
negations required on smaller sized problems, there is a significant run-time over-
head in maintaining SDF’s real valued weights. SDF subsequently evolved into
the Exponentiated Sub-Gradient (ESG) method [7] which has been improved on
by the Scaling and Probabilistic Smoothing (SAPS) [3] method.

Another recent algorithm is Maxage [10], which is based on DLM and has
comparable performance but the problem dependent parameters have been re-
duced from 14 to just a single parameter, the DECREASE parameter, which
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controls the frequency with which clause weights are decayed. The major ob-
jective of this paper is to determine if an estimate of the optimal value of the
Maxage DECREASE parameter can be determined from characteristics of SAT
problems. The underlying motivation for this study is the development of an
adaptive, parameterless clause weighting algorithm, based on Maxage, that de-
termines an initial estimate for DECREASE and then, using measurable char-
acteristics of the search process, adaptively modifies DECREASE to produce an
effective search.

This paper is structured as follows. Section 2 presents a more detailed discus-
sion of clause weighting, particularly with reference to Maxage, while Section 3
contains a description of SAT problem characteristics. An analysis of four bench-
mark SAT problems, with regard to these characteristics, is presented in Section
4 and Section 5 presents an analysis of how these characteristics influence the
Maxage DECREASE parameter. Finally, Section 6 contains a conclusion and
suggestions for future research.

2 Local Search

At a high level, a local search algorithm can be viewed as a mechanism for
traversing a highly multi-dimensional hyper-surface with the objective of lo-
cating a global minima. While features of the hyper-surface may be extremely
complicated, the perception of the hyper-surface by the local search algorithm is
very limited in that it only knows the hyper-surface immediately adjacent to its
current position and has no memory or knowledge of the hyper-surface in any
other location. In fact, its knowledge is limited to, for a single step in any given
direction, the rate at which the hyper-surface is changing. To efficiently traverse
the hyper-surface the local search algorithm must avoid:

– Search Cycles which are basically some configuration of closed paths on
the hyper-surface. They arise because of the presence of local minima or
some combination of other hyper-surface features.

– Unguided Travel which occurs when the hyper-surface is locally flat
(plateau) and there is no basic, under-lying guidance for the search.

Search cycles that have short path lengths can be successfully handled by mech-
anisms such as Tabu lists [2], which prevent re-selection of a variable before some
number of other variables have been modified. However, search cycles with longer
path lengths or a variety of paths are much more difficult to detect and escape
from. Tabu lists can also have a beneficial effect when traversing a hyper-surface
plateau as they tend to provide an underlying direction for the search.

2.1 Non-clause Weighting Local Search Algorithms

The hyper-surface traversed by non-clause weighting local search algorithms for
SAT problems is generally that formed by evaluating the number of false clauses
for each assignment of variables identified during the search. That is, the local
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search is performing the global optimisation problem (for a SAT problem with n
variables (x1, . . . , xn) and m clauses (c1, . . . , cm)):

min f(x1, . . . , xn) =
m∑

i=1

bi (1)

where bi = 0 if clause ci is true and bi = 1 if clause ci is false. At each step
in the search, these algorithms evaluate the effect of negating each variable in
terms of the reduction in the number of false clauses and will generally select the
variable which causes the largest decrease in f . The fundamental differences in
these algorithms are typically in the tie-breaking rules, if more than one variable
gives the best decrease, and how they handle search cycles and plateaus on the
hyper-surface (random moves, random restarts and Tabu lists).

2.2 Clause Weighting Local Search Algorithms

Clause weighting local search algorithms traverse the weighted false clause hyper-
surface formed by the weighted cost of a problem solution. That is, a clause
weighting local search is addressing the global optimisation problem:

min g(x1, . . . , xn) =
m∑

i=1

wibi, wi ≥ 1 (2)

where wi is the weight associated with clause ci. At each step in the search,
these algorithms evaluate the effect of negating each variable in terms of the
reduction in the weighted cost of the false clauses and will generally select that
variable which causes the largest decrease in g. Clause weights act to deform the
weighted false clause hyper-surface (Sg) from the false clause hyper-surface (Sf )
and are typically incremented whenever a local minimum or extended plateau
is found by the algorithm. This action tends to remove local minima [5] and
plateaus from Sg. To prevent Sg from becoming too deformed and “rugged”
(and thus losing any natural underlying guidance from Sf ), a clause weight
reduction mechanism is normally incorporated into the search.

Clause weighting local search algorithms tend to focus on satisfying the more
difficult clauses of a SAT problem as the weights for clauses that are difficult
to satisfy will, on average, be higher than those for clauses that are easier to
satisfy. This will make satisfying these clauses more attractive to the algorithm
and is analogous to the common problem solving heuristic of attacking the most
difficult parts of a problem first, and then addressing the less constrained re-
sources until a solution is found. It is also important to note that all global
minima, corresponding to f = g = 0, will be in the same positions on Sg as they
are on Sf . If this were not the case, clause weighting local search algorithms
would be at a considerable disadvantage to non-clause weighting local search al-
gorithms in that they would be trying to locate global minima that are moving
on Sg as clause weights change (as is the case when the global minima are such
that f > 0).
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There are some inherent disadvantages in clause weighting algorithms,
namely that additional, problem dependent parameters are required to control
the clause weighting. These include the amount by which to increase or decrease
the clause weights and at what point reweighting should occur. Also, the pos-
sibility of clause weighting cycles exists where clause weights are repetitively
increased and decreased causing a search cycle in the sequence of variables to be
negated.

2.3 Clause Weighting in Maxage

As shown in Fig. 1, Maxage [10] has only one parameter, the DECREASE clause
weighting parameter, which specifies how many clause weight increases must oc-
cur before a clause weight reduction is performed. Unfortunately, as with the
parameters for DLM, the Maxage DECREASE parameter is problem dependent
and must be pre-determined for each particular class of problem. This typically
requires performing a large number of experiments, where DECREASE is sys-
tematically varied, to identify the optimal value of DECREASE for that class
of problem. Another issue is that these pre-determined values are a compromise
in that they are the optimal, on average, over the entire search. It is reasonable
to assume that the actual optimal value for DECREASE, at any point in the
search, depends on the nature of Sf at the current location of the search and this
varies, with most problems, during the search. When DECREASE is very close
to one, clause weighting has little effect as clause weights are rapidly returned to
their default value. That is, g tends to be very close to f and there is relatively
little influence on the search from clause weighting. When DECREASE is large,
clause weights tend to become large as the downward re-weighting of clauses is
performed less frequently. This tends to make the difference between f and g
more significant and g becomes a more “rugged” function than f , in the sense
that there is greater potential for the change in g to be larger than that for f at
each step of the search.

2.4 Determination of Optimal DECREASE for Maxage

The benchmark problems that will be used in this study are four of the problem
domains for which existing Maxage parameters have already been developed,
namely random 3-SAT, parity learning, graph colouring and blocks world plan-
ning. Using the SATLIB1 and DIMACS2 benchmark libraries, we selected f2000
for random 3-SAT, par16-1-c for parity learning, bw large.c for blocks world
planning and g125.17 for the graph colouring problem. These problems provide
a range of SAT problem types, from random to structured. In addition, they
provide the largest range for the Maxage DECREASE parameter and all have
reasonable computational requirements (which ensures that clause weighting be-
comes a relevant factor in the search). The failure rate of Maxage, for a maximum

1 http://www.intellektik.informatik.tu-darmstadt.de/SATLIB/
2 ftp://dimacs.rutgers.edu/pub/challenge/satisfiability/benchmarks/cnf/
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procedure MAX-AGE
begin

Generate a random starting point
Initialise counters and clause weights to zero
while solution not found and flips < maxFlips do

B ← set of best weighted cost single flip moves
if no improving x ∈ B then

if oldest x ∈ B has age(x) ≥ maxAge then
B ← x
maxAge ← maxAge + 1

else if random(p) ≤ P then
B ← ∅

end if
end if
if B 
= ∅ then

Randomly pick and flip x ∈ B
age(x) ← ++flips

else
Increase weight on all false clauses
if ++increases % DECREASE = 0 then

Decrease weight on all weighted clauses
end if

end while
end

Fig. 1. The MAX-AGE Algorithm

of 1,000,000 steps, as DECREASE varies in the range 1 . . . 100 is shown in Fig. 2
for each of the four benchmark problems. From the data presented in the graphs,
we see that the optimal DECREASE is large (46) for par16-1-c, is smaller (10)
for the randomly generated f2000, is six3 for bw large.c and is smallest (four) for
g125.17. Clearly some aspects of the structure of SAT problems have an impact
on the optimal value for DECREASE and this question is investigated in the
next section.

3 SAT Problem Characteristics

The overall goal of this section is, from a static analysis of a SAT problem,
to identify characteristics of Sf that are relevant to the optimal setting for the
DECREASE parameter of Maxage. Using statistical characteristics from the uni-
formly randomly generated SAT problem f2000 as a basis, we categorise other
SAT problems by comparing their statistical properties with those of randomly
3 The computational requirements when DECREASE is large for bw large.c are much

greater than when DECREASE is six.
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Fig. 2. The failure rate for Maxage as DECREASE varies from 1 . . . 100 . For
each value of DECREASE, Maxage was executed from 100 random starting
points with a maximum of 1,000,000 steps allowed. The vertical axis records the
number of times for which Maxage failed to find a global minima

generated SAT problems. Random SAT problems are constructed by first uni-
formly randomly selecting the variables for each clause and then, with proba-
bility 0.5, negating each variable. This generation technique ensures that the
distributions of most problem characteristics will closely approximate the nor-
mal distribution. In particular, the distribution of ui, the number of times each
is variable is used, the distribution of the number of unique variables that each
variable shares a clause with (or neighbourhood density)[4], and the presence
of dependent variables can all be used to classify SAT problems as random or
structured. A fourth measure, the distribution of positive and negated literals for
each variable can also be used as a test of randomness. In addition, this measure
also provides information as to the nature of Sf . If we define ud

i as the absolute
difference between the number of positive occurrences (u+

i ) and the number of
negated occurrences (u−

i ) of xi in clauses then, the distributions of u+
i and u−

i

are indicators of the structure of the Sf being traversed by the search. They
place a range on the maximum value of fi, the change in f caused by negat-
ing xi. Clearly, −u+

i ≤ f+
i ≤ u−

i , where f+
i denotes the change in the number of

false clauses when xi goes from false to true. Correspondingly, −u−
i ≤ f−

i ≤ u+
i ,

where f−
i denotes the change in the number of false clauses when xi goes from

true to false. Clearly, if u+
i and u−

i are small, both f+
i and f−

i will also be small.
Of interest also is, how are f+

i and f−
i distributed within these ranges. Our hy-
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pothesis is that if ud
i is close to zero, then this will bias both f+

i and f−
i towards

the zero point of their ranges. The rationale for this is that a small ud
i states

that there are potentially as many clauses which will go from true to false as will
go from false to true when xi is negated. Conversely, if ud

i is not close to zero,
then this will bias both f+

i and f−
i towards one of the extremes of their ranges.

Supporting the argument that the distribution of ud
i can be used as an es-

timator of the structure of Sf is the degenerate 1-SAT case where all clauses
only contain a single variable. Clearly, the distribution of ud

i directly reflects
the characteristics of Sf . For k-SAT (k > 1), there are situations where negat-
ing a variable will not falsify a clause (where both variables in the clause were
true) so, in these cases, the distribution of ud

i is a worst case estimator of the
characteristics of the Sf .

4 Structure of Benchmark Problems

As expected, f2000 approximated the normal distribution with a median of 12
while the distributions for the other problems showed that there is a wide range
in the usage of variables in clauses. In addition, the counts of independent and
dependent variables for the four benchmark problems showed that both par16-
1-c and bw large.c are classified as non-random problems. With regards to the
distributions of variable signs and with reference to Fig. 3, the following points
can be made for each of the benchmark problems:

– f2000. For the randomly generated problem f2000, the distributions of u+
i

and u−
i have medians around 6.4 and there are no outliers. From the distri-

bution of ud
i it can be seen that for approximately 12% of variables, ud

i = 0,
the median is 0.045 and the variance is 13.2. From these observations it is
reasonable to conclude that, Sf for f2000 will have a relatively small pro-
portion of plateaus and the other areas will contain relatively small features.
Accordingly, in this study, we classify Sf for f2000 as “choppy” and expect fi

to be relatively small as each variable is negated.
– par16-1-c. With regard to u+

i and u−
i , their distributions have medians

±5.7 and it can be seen that there are just a few large outliers. From the
distribution of ud

i it can be seen that for approximately 80% of variables, ud
i =

0 and the variance is 0.17. Both these factors place a small range on f+
i

and f−
i resulting in a relatively smooth Sf for par16-1-c. That is, Sf for

par16-1-c contains a higher proportion of plateaus than Sf for f2000 and
also contains some areas with approximately the same features as f2000.
In this study, we classify Sf for par16-1-c as “flat” and expect fi to be
predominantly zero, but not infrequently small, as each variable is negated.

– bw large.c For the bw large.c problem, the distribution for u−
i has a median

of -31.0 while that for u+
i is 6.0. This gives a large range for both f+

i and f−
i .

From the distribution of ud
i it can be seen that it is has a median of -25.0 with

a variance of 62.0. This implies that f+
i and f−

i will be towards an extreme of
their ranges. From these observations it is reasonable to conclude that, Sf for
bw large.c will have virtually no plateaus and mainly consists of relatively
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Fig. 3. Distributions of u+
i , u−

i and ud
i for each of the four benchmark prob-

lems. The vertical axis is, in each plot, the percentage frequency for which the
horizontal axis value appeared. For the distributions of u+

i and u−
i , u+

i is plotted
as positive values and u−

i as negative values

large features. Accordingly, in this study, we classify Sf for bw large.c as
“moderate” and expect fi to be relatively large as each variable is negated.

– g125.17 For the g125.17 problem, the distribution for u−
i has a median of

-62 while that for u+
i is one. This gives a large range for both f+

i and f−
i .

From the distribution of ud
i it can be seen that it is has a median of -61

with a variance of 27. This implies that f+
i and f−

i will be towards an
extreme of their ranges. From these observations it is reasonable to conclude
that, Sf for g125.17 will have virtually no plateaus and mainly consists
of large features. Accordingly, in this study, we classify Sf for g125.17 as
“rugged” and expect fi to be large as each variable is negated.

To confirm the observations detailed above, random sampling of Sf was per-
formed for the benchmark problems and the results are presented in Fig. 4.
This random sampling was performed by first generating uniformly random as-
signments for variables and then evaluating the change in f as each variable is
negated. This process was repeated 1,000,000 times for each problem. As can
be seen, the results support the arguments presented above in that Sf for f2000
contains a moderately small proportion of plateaus (22% of variable negations
resulted in fi = 0) and |fi| < 6 in all other areas, Sf for par16-1-c contains
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Fig. 4. Distributions of sampled fi for each of the four benchmark problems. The
vertical axis is, in each plot, the percentage frequency for which the horizontal
axis value appeared

a larger proportion of plateaus (37% of variable negations resulted in fi = 0)
and |fi| < 5 in all other areas. For bw large.c, Sf has virtually no plateaus and
consists of moderately large features where |fi| ≤ 25, while for g125.17, Sf has
no plateaus and consists only of large features where 15 ≤ |fi| ≤ 50.

5 SAT Problem Characteristics and Maxage

The basic rationale for the analysis of SAT problems was to investigate char-
acteristics of the benchmark problems to identify if there is any relationship
between the optimal value for DECREASE and measurable properties of a SAT
problem. If this can be shown to be the case, then some form of estimate for
the optimal value of DECREASE could be programmatically determined at the
start of a Maxage search by an analysis of the SAT problem.

From Figs. 2 and 3 and the discussion presented above, our hypothesis is
that a larger value of DECREASE (i.e. more clause weighting) will be optimal
for problems where Sf is relatively smooth and a smaller value optimal when Sf

is relatively rugged.
Intuitively, as traversing a predominantly flat Sf , takes some number of vari-

able assignments, clause weighting needs to be more aggressive (higher DE-
CREASE) to prevent unguided travel. Conversely, if there is a small proportion
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Table 1. Estimated DECREASE compared with the experimentally determined
optimal DECREASE values for benchmark and other SATLIB SAT problems

Problem Estimated Optimal Problem Estimated Optimal
DECREASE DECREASE DECREASE DECREASE

f2000 10 10 par16-1-c 46 46
bw large.c 6 6 g125.17 4 4
aim-200-6 0-yes1-1 56 ≥ 10 ais10 6 > 50
BMS k3 n100 m429 140 15 ≥ 15 flat200-1 7 10
CBS k3 n100 m449 b90 889 11 10 ii32a1 7 > 50
RTI k3 n100 m429 140 14 8 . . . 15 logistics.b 7 > 50
uf100-0953 9 10 sw100-1 7 3 . . . 7

or no flat areas on Sf , the main role for clause weighting is escaping from search
cycles, in particular local minima, which is a relatively localised phenomena of Sf

and takes relatively fewer variable assignments. Accordingly clause weighting
needs to be less aggressive (lower DECREASE) so that Sg stays close to Sf and
the inherent features of Sf are used as much as possible during the search.

The measures u+
i , u

−
I and ud

i ranked Sf for the benchmark problems as
(smoothest to most rugged) par16-1-c, f2000, bw large.c and g125.17. This is
in accordance with the ranking of their optimal DECREASE value (46, 10, 6,
4). This suggests the following algorithm for setting the DECREASE parameter:
If all four tests classify the SAT problem as random, then the optimal value for
DECREASE is 10 otherwise, if ud

i , i = 1 . . . n approximates a normal distribu-
tion with a median of zero, DECREASE is a linear function of the frequency
of the median, otherwise DECREASE is a linear function of the median of the
distribution.

The results obtained, using this algorithm, are compared to experimentally
determined optimal values for DECREASE in Table 1 for the benchmark plus
other representative SAT problem classes from the SATLIB library. For these
problems, the estimated DECREASE was within the range of the optimal DE-
CREASE with a tolerance of ±1 in 6 of the 10 cases. In the remaining cases,
DECREASE was slightly underestimated for flat200-1 at 7 (optimal value 10)
and significantly underestimated for ais10, ii32a1 and logistics.b. However, these
last three problems represented special cases, having approximately linear re-
lationships between runtime and DECREASE, such that increasing values of
DECREASE produced better run-times. The implication of such a relationship
is that these problems do not require a weight decrease scheme. A closer analysis
showed that these problems had unusual distributions of neighbourhood densi-
ties (i.e. the connections between variables that share clauses, see Section 3).
This implies that a further analysis of neighbourhood density may prove useful
in further distinguishing problem structure. Overall, the results show the dis-
tribution of ud

i provides the basis for a usable estimate of DECREASE. Our
intention is to use this estimate as the starting point in an adaptive version of
Maxage, which will modify DECREASE based on measures such as search mo-
bility and coverage. Our initial work in this area (not reported here) has already
shown the feasibility of this approach.
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6 Conclusion

The aim of this study was to move towards developing an adaptive clause weight-
ing algorithm, based on Maxage, that required no external, problem dependent
parameter(s). This algorithm will analyse the SAT problem to determine an ini-
tial value for the DECREASE parameter and then adaptively modify this value
during the search using run-time characteristics that determine how effectively
the search is proceeding. This paper proposes a method for estimating the initial
value for DECREASE.

We consider this study a step towards developing more intelligent, adaptive
constraint solving technologies. Future research will include:

– the identification of structure sub-types within SAT problems to refine the
initial setting of the DECREASE parameter.

– an investigation of why, for some SAT problems, there is a wide range of
optimal DECREASE values whereas for other problems it is unique.

– the development of adaptive control mechanisms so that the DECREASE
parameter can be adaptively adjusted during the search.

– an investigation to determine if clause weighting is able to identify clauses
which are “globally” difficult to satisfy or if it is a localised activity which
simply gives the search adequate mobility and the global minima is arrived
at without any use of “global” knowledge.

– an investigation to determine what makes clause weighting algorithms such
effective global optimisation algorithms. Is it in the ability to escape search
cycles and the guided travel across plateaus or is it in the initial focus on sat-
isfying the more “difficult” clauses and then addressing the “easier” clauses?

– incorporating a parameterless clause weighting algorithm as the local search
within a hybrid genetic algorithm which will open the way to pool based,
parallel search algorithms for SAT problems.
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Abstract. In this paper, we describe a new approach to information ex-
traction that neatly integrates top-down hypothesis driven information
with bottom-up data driven information. The aim of the kelp project is
to combine a variety of natural language processing techniques so that we
can extract useful elements of information from a collection of documents
and then re-present this information in a manner that is tailored to the
needs of a specific user. Our focus here is on how we can build richly
structured data objects by extracting information from web pages; as
an example, we describe our methods in the context of extracting infor-
mation from web pages that describe laptop computers. Our approach,
which we call path-merging, involves using relatively simple techniques
for identifying what are normally referred to as named entities, then al-
lowing more sophisticated and intelligent techniques to combine these
elements of information: effectively, we view the text as providing a col-
lection of jigsaw-piece-like elements of information which then have to
be combined to produce a representation of the useful content of the
document. A principle goal of this work is the separation of different
components of the information extraction task so as to increase porta-
bility.

Keywords: Natural language understanding, natural language gener-
ation

1 Introduction

Information Extraction (ie [4, 2, 7]; the process of identifying a pre-specified
set of key data elements from a free-text data source) is widely recognised as
one of the more successful spin-off technologies to come from the field of natural
language processing. The darpa-funded Message Understanding Conferences
(see, for example, [6]) resulted in a number of systems that could extract from
texts, with reasonable results, specific information about complex events such as
terrorist incidents or corporate takeovers. In each case, the task is manageable
because (a) some other means has determined that the document being analysed
falls within the target domain, and (b) the key information required is typically
only a very small subset of the content of the document. A major component task
is named entity recognition [1, 8], whereby people, places and organizations
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San Salvador, 19 Apr 89 (ACAN-EFE)
Salvadoran President-elect Alfredo Cristiani condemned the terrorist killing of Attor-
ney General Roberto Garcia Alvarado and accused the Farabundo Marti National
Liberation Front (FMLN) of the crime.
...
Garcia Alvarado, 56, was killed when a bomb placed by urban guerrillas on his vehicle
exploded as it came to a halt at an intersection in downtown San Salvador.
...
Vice President-elect Francisco Merino said that when the attorney general’s car stopped
at a light on a street in downtown San Salvador, an individual placed a bomb on the
roof of the armored vehicle.

Fig. 1. A typical text used in information extraction

are located and tracked in texts; other processing can then take the results of
this process to build higher order data structures, establishing, for example, who
did what to who and when.

The domain-dependency that is typical of ie systems means that the cost
of porting a system to a new domain can be high. As a result, in recent years
there has been a move towards ie based on statistical techniques and machine
learning, and these have been quite successful for the lower level tasks of named
entity identification (see, for example, [3]). However, the larger scale knowledge
integration tasks involved in ie are often better served by more traditional,
knowledge-based approaches. In this paper we present a framework for infor-
mation extraction that focuses on these higher-level processes. Particularly in
cases where the knowledge to be extracted is complex in structure, statistical
approaches can only solve part of the problem; informational elements, once ex-
tracted, have somehow to be built into a larger whole. We describe a new mecha-
nism that relies on a hand-constructed knowledge template, along with a general
inference mechanism we call path merging, to reconcile and combine the infor-
mational elements found in a text. The template provides top-down hypotheses
as to the information we might find in a text; the named entities identified in
the text provide bottom-up data that is merged with these hypotheses.

2 Background

A key aspect of any information extraction task is that only a small portion of
the information available in a text is important. Figure 1 shows fragments of
an input text in the terrorist incident domain; Table 1 shows the data structure
that might be constructed as a result of analysing this document:

The general approach taken in these systems is that we first identify the
named entities and then work out the relations between them. Even for relatively
flat output structures such as the one shown here, domain-specific hand-crafted
rules of considerable complexity are required to build the templates.
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Table 1. The extracted results from the text in Figure 1

Incident: Date 19 Apr 89
Incident: Location El Salvador: San Salvador (CITY)
Incident: Type Bombing
Perpetrator: Individual ID urban guerrillas
Perpetrator: Organization ID FMLN
Perpetrator: Confidence Suspected or Accused by Authorities: FMLN
Physical Target: Description vehicle
Physical Target: Effect Some Damage: vehicle
Human Target: Name Roberto Garcia Alvarado
Human Target: Description attorney general: Roberto Garcia Alvarado
Human Target: Effect Death: Roberto Garcia Alvarado

The goal of the kelp1 project is to develop technology that can extract
information from a collection of web pages that describe similar things, and then
collate and re-present this information in such a way as for a user to make it easy
to compare those things. Suppose you are interested in purchasing a new cell
phone: you could check out a consumer magazine, or visit a web site that presents
comparisons of the different available models, but those sources are typically not
up-to-date. You might visit the manufacturers’ web pages to obtain information
from the original sources, but this is a painful, slow process, and comparison
is hindered by the different terminology each vendor uses; further, all these
sources provide information for an ‘average’ visitor, rather than tailoring what
they present to your particular needs and interests.

In kelp, we aim to build technology that can mine the information from
these source web pages, and then, using techniques we have discussed elsewhere
(see, for example, [5, 9]), re-present it in a form that is tailored to needs and
interests captured in a specific user profile.

Our initial experiments have been in the context of web pages that describe
laptop computers. Based on an analysis of around 120 web pages describing lap-
top computers, we developed a template that captures the range of information
we might want to extract regarding a laptop computer, and then set about de-
veloping techniques to extract the relevant data from these web pages. Part of
a typical filled template, or, as we call these structures within kelp, a knowl-
edge object or ko, is shown in Figure 2. We have elided this structure to make
it fit the space available; it should be obvious that the quantity and complexity
of the data to be extracted is significant.

In our initial experiments, we focussed our attention on the information en-
coded in tables on web pages: for complex products such as laptop computers,
this is a typical means of information provision, although it should not be for-
gotten that there is also a considerable amount of useful content presented in
1 kelp stands for Knowledge Extraction and Linguistic Presentation, emphasising that

the project is concerned both with natural language analysis and natural language
generation techniques.
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<?xml version="1.0" ?>

<laptop_info>

<laptop_id>

<manufacturer>NEC</manufacturer>

<series>Versa</series>

<model>Premium PIII 1GHz</model>

</laptop_id>

<components>

<cpu>

<cpu_type>Pentium III</cpu_type>

<cpu_speed>

<number>1</number>

<unit>GHz</unit>

</cpu_speed>

</cpu>

<memory>

<installed_memory>

<number>128</number>

<unit>MB</unit>

</installed_memory>

<maximum_memory>

<number>512</number>

<unit>MB</unit>

</maximum_memory>

</memory>

<storage>

<hard_drive>

<number>20</number>

<unit>GB</unit>

</hard_drive>

<removable>

<cd_drive>24x</cd_drive>

</removable>

</storage>

...

</laptop_info>

Fig. 2. A portion of a filled knowledge object

free-form text. We started out by giving our information extraction module clues
as to the locations of information-bearing tables, so that, typically, the informa-
tion extractor had to first work out whether the cells of the table contained
object names (for example, Versa Premium), attributes (installed memory), or
values (256Mb), and then combine these components to produce the resulting
ko. This approach worked reasonably well, largely because of the predictable



154 Robert Dale et al.

layout of information within tables. However, it turns out that tables are used
for many general-purpose formatting tasks on the web, and so identifying the
information-bearing table in the first place is far from trivial.

3 Our Approach

In part to overcome some of the problems in locating the important tabular
information, and also to enable the processing of free-form text, we decided to
explore techniques that were capable of using information regardless of where in
a document it is found.

Our starting point is a definition of a ko, as shown in the previous section;
defined in our current system via an xml dtd, this is a hierarchical structure
that specifies the nature of the data to be extracted from the source documents.

The simple key to our approach is to recognize that fragments of the text
can be correlated with different parts of the ko structure. For example, we know
that the manufacturer will be a company name; and we know that the hard disk
capacity will be measured in Mb or Gb. Thus, we can assign type information
to the leaf nodes in this structure. At the same time, words in the text can serve
as indicators of particular attributes: so, for example, if a sentence contains
the phrase removable storage, we can use this to hypothesise the presence of
a particular attribute in the text. We think of each such text fragment as a piece
of evidence; faced with evidence from the text of a collection of attributes and
values, the goal is then to combine this information to populate a ko.

The architectural model we use thus consists of the following components.

– An annotation resource file provides a correlation between between arbi-
trarily complex textual patterns and the knowledge object constituents for
which these patterns provide evidence.

– A text scanner processes each input document, searching for the patterns
specified in the annotation resource file. Each time a match is found, this
generates a hypothesis, in the form of a path fragment associated with
a piece of text. The consequence of processing a document is thus a collection
of path fragments that capture the evidence found in the document.

– The path combiner then takes this set of path fragments and attempts
to put these together to build a complete knowledge object. Path fragments
may contribute to multiple hypotheses about the object being constructed,
so the combiner uses the target knowledge object template as a source of
constraints on what is possible.

– In most situations, this will not produce a single ko as a result; there will
still be ambiguities resulting from textual fragments providing evidence for
more than one ko constituent. At this point, we resort to a collection of
inference strategies to resolve the ambiguities.

Of course, if we had full broad-coverage natural language processing available,
then this would achieve the same result: we could just parse the entire text,
carry out semantic analysis, and build a representation of the text. However,
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such an approach is not feasible given the current state of nlp technology, so
our aim here is to build on the simpler pattern-matching approaches found in the
ie literature, but to augment this with the scope for more sophisticated higher-
level processing. The architectural breakdown we adopt stratifies the knowledge
used in a way that supports easy maintenance and portability: the annotation
resource file is a relatively simple declarative knowledge source developed anew
for each domain; the text scanner and path combiner are generic components
that do not embody any domain-specific knowledge; and higher-level knowledge
of the domain is factored out into the ko template and the inference strategies.

Section 3.1 below explains in more detail the nature and role of paths and
path equations; and Section 3.2 shows how path-merging is carried out. Sec-
tion 3.3 explains how arbitrary inference can be incorporated into this process.

3.1 Paths

We can view a ko as a graph structure (and for present purposes a tree) into
which extracted information can be placed. The arcs between nodes in this tree
are labelled with the same names as the element tags in the xml dtd; a path is
a sequence of arcs in the tree. Each attribute corresponds to path from the root
of tree, and each value is a data element that resides at the end of that path.
Paths may share common initial subsequences: this means that we use hierarchy
in the tree to cluster related pieces of information into subtrees.

We use the notation A:B:C to notate path fragments; if a path is from the
root of the tree, the path contains an initial ‘:’, as in :A:B:C. If the path has
a value at its end, then we use a terminal ‘:’ in the path to indicate this, as in
A:B:C:. A path equation indicates the value at the end of a path: for example

:laptop:iodevices:keyboard:numkeys: = 131

Each piece of evidence we find in a text can be annotated with a path fragment:
this fragment can be of various kinds depending upon how strong the evidence is.

Complete Paths. A path fragment can be complete, in which case there is
no doubt that a particular value is the value of a particular attribute. So, for
example, if we find the string US keyboard in the text, we might take this to be
conclusive evidence for the following path equation:

:laptop:iodevices:keyboard:type: = US

Initial Path Fragments. A path fragment can be initial: this means that
we don’t have a complete path but we do have some initial sequence of arcs
in a path. So, for example, if we find the string on-board memory, this might
correspond to the following annotation:

:laptop:memory:on-board

We don’t know at this point what aspect of the on-board memory is being
described; it might be size or speed, for example.
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Medial Path Fragments. A path fragment can be medial: this means that
we don’t have a complete path but we do have the some sequence of arcs in the
middle of a path. So, for example, if we find a string like memory capacity (max-
imum), we do not know if this corresponds to main memory, graphics memory,
or perhaps some other kind of memory. This corresponds to the following path
fragment:

memory:maximum:bytesize

Final Path Fragments. Finally, a path fragment can be final. This means we
have some sequence of arcs at the end of a path. So, a string like 2Gb corresponds
to the following pair of path fragments:

bytesize:unit: = Gb

bytesize:number: = 2

To operationalise these notions, the annotation resource file correlates arbi-
trarily complex textual patterns with path fragments. These patterns are then
used by the text scanner to generate hypotheses about the information in the
text, expressed in terms of the path fragments; the complete analysis of a text
thus results in a set of textual clues and their corresponding hypothesised path
fragments.

3.2 Path Merging

A ko consists of set of paths, and a fully instantiated ko has a value for each
path that makes up the ko. We can characterise an instantiated ko by a set of
path equations:

:laptop:model:manufacturer: = Dell

:laptop:model:series: = Inspiron

...
:laptop:iodevices:mouse:type: = optical

:laptop:iodevices:mouse:numbuttons: = 3

...

From a text, we derive a set of path fragments. From the examples in Section 3.1
above, we would have the following set of path fragments:

:laptop:iodevices:keyboard:type: = US

:laptop:memory:on-board

memory:maximum:bytesize

bytesize:unit: = Gb

bytesize:number: = 2

Our goal is therefore to take this collection of path fragments and to derive from
them a set of path equations that define an instantiated ko.
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Formally there are many combinations of path fragments that we could en-
tertain.2 A number of cases need to be considered.

First, we do not have to do anything to path fragments which are complete;
note, however, that we do not want to just forget about these, since their presence
may rule out some other possible combinations (in the example above, if we are
tempted to merge two path fragments that would give us a different keyboard
type, then we have a good reason for not doing this).

Second, two path fragments may share some arcs: so, for example, in the
above, a possible combination results in

memory:maximum:bytesize:unit: = Gb

This is a possible combination but not a necessary one: since arc labels are not
unique, it’s possible that this particular bytesize:unit fragment does not belong
with the memory:maximum:bytesize fragment.

Third, from a formal point of view, any pair of paths can be combined, with
the exception that an initial path can only appear at the front of a combined
path, and a terminal path can only appear at the end of a combined path. In
such cases, where there is no overlap, there is essentially missing material in the
middle. We indicate missing material using ‘...’. So, we might have a combined
path that looks something like the following’:

:laptop:memory:...:bytesize:unit: = Gb

This is a case where we have some possible evidence for a memory size but we
don’t know if it is the standard on-board memory, the expanded-to-maximum
memory size, or some other aspect of memory size. 3 Of course, not all formally
possible combined paths are actually possible. The ko definition provides a way
of ruling out impossible path combinations. Our technique for filtering the paths
is as follows.

First, we take the set of paths that constitute a ko, called the ko path set;
this will look something like the following:

:laptop:model:manufacturer:

:laptop:model:series:

...
:laptop:iodevices:mouse:type:

:laptop:iodevices:mouse:numbuttons:

...
2 The ideas discussed here have been strongly influenced by work in graph-based

unification [10], although we do not currently make use of a unification engine in our
approach.

3 Note that the presence of medial paths makes the situation more difficult than it
would otherwise be; rather than just pairs of fragments being combined, in principle
any number of medial path fragments can be placed between pairs of initial and final
paths.
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Then, we take the set of path fragments derived from the document. We first
separate out the medial paths and the complete paths, leaving the initial paths
and final paths. We then produce all possible initial × final combinations, re-
sulting in what we call the if path set. Each element of the if path set has the
form

:A:B:C:...:X:Y:Z:

We then compare each element of the if path set against the ko path set. Any
match of an if path against the ko path set constitutes an instantiation: it
provides a possible substitution for the ‘...’ part. Note that any if path may result
in multiple instantiations. If an if path results in no instantiations, then it is
not completable given the ko definition, and can be discarded. The remaining
if paths make up the filtered if path set; and each element of this set may
correspond to multiple instantiations. We notate instantiations as follows:

:A:B:C:[P:Q:R]:X:Y:Z:

This indicates that P:Q:R is a possible completion derived from the ko path
set. In effect, material between square brackets is hypothesized on the basis of
top-down knowledge; we have not extracted direct evidence for it from the text.

Next we take the medial paths and see if they support any of these instanti-
ations by matching them against the instantiations. Again, a medial path may
support multiple instantiations. Note that a medial path may actually overlap
with the initial or final path in an instantiation.

In the abstracted example used here, suppose we have the following medial
fragments available: Q, P:Q, P:Q:R, C:P, and R:X. When a medial path matches
one of our instantiations, we notate this by moving the square brackets, echoing
the idea that the square brackets indicate material for which we have no direct
evidence, and each medial path adds some evidence. The effect of this process
is shown by means of the instantiation equations in Figure 3.

The results here correspond to a filtered imf path set: a set of paths built
from the initial, medial and final path fragments in the text, and filtered using
the ko path set. Note that any given initial, final or medial path fragment may
figure in more than one element of the filtered imf path set, which is to say that
it can contribute evidence to more than one instantiation.

:A:B:C:[P:Q:R]:X:Y:Z: + Q = :A:B:C:[P]:Q:[R]:X:Y:Z:
:A:B:C:[P:Q:R]:X:Y:Z: + P:Q = :A:B:C:P:Q:[R]:X:Y:Z:

:A:B:C:[P:Q:R]:X:Y:Z: + P:Q:R = :A:B:C:P:Q:R:X:Y:Z:
:A:B:C:[P:Q:R]:X:Y:Z: + C:P = :A:B:C:P:[Q:R]:X:Y:Z:
:A:B:C:[P:Q:R]:X:Y:Z: + R:X = :A:B:C:[P:Q]:R:X:Y:Z:

Fig. 3. Instantiation Equations
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For our present purposes, we make the assumption that each path fragment
derived from the text should only actually contribute to one instantiated path.4

We want to now reduce the set of instantiations in the filtered imf path set so
that we end up with a set where each I, M or F element only plays a role once.
Each path in the filtered imf path set can be thought of as being a combination
of its contributing I, M and F fragments; some combinations are more likely
than others. We therefore need to assess each combination, and where there is
a competing demand for a piece of evidence, determine which of the alternative
uses of that evidence is most likely.

3.3 Adding Reasoning

So far we have constructed a set of hypotheses regarding the information con-
tained in a text using a combination of bottom-up knowledge from the textual
source itself, and top-down knowledge from the ko. As we have seen above, this
does not necessarily result in a completely instantiated ko, and so we may need
to add to this process heuristics that allow us to choose between competing
hypotheses.

In our present work, we have only begun to explore how this might be ap-
proached. Note that the architectural separation we have adopted allows the in-
corporation at this stage of arbitrary intelligence to the process, thus focussing
the knowledge-based processing in one place; here, we describe the incorporation
of a simple heuristic based on a distance metric.

Ultimately, where we have competing instantiations, we can assign probabil-
ities to each. One simple probability measure is based on the distance between
the initial path fragment (which generally corresponds to the attribute being
considered) and the final path fragment (which corresponds to the value being
assigned to that attribute): we can assign scores so that those instantiations
that have closer I and F evidence will score higher. Then, we select from this
set a smaller set of paths that (a) uses each piece of evidence only once and
(b) takes account of the scores. The result is a set of hypotheses that populate
the ko using all the data located in the source document, with each piece of
evidence being used once.

This is, of course, a very simple technique, but one that seems to work well
on the basis of our initial experiments, at least for information extracted from
free-form text. Far more elaborate heuristics could be incorporated in the same
way; a key future target for us here is to incorporate heuristics that take account
of table layout information in order to determine the appropriate correlation of
table row and column headers.
4 This is an important assumption to make processing more straightforward, but note

that it may not actually hold: in an expression like the main processor and the co-
processor both have 512Mb of dedicated RAM, the 512Mb of dedicated RAM actually
contributes to two instantiated paths.
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4 Conclusions

We have presented an approach to information extraction that separates out
the different knowledge sources and types of knowledge required. The approach
makes use of both top-down and bottom-up knowledge sources, and neatly par-
titions domain-specific and domain-independent processing: although we have
not yet attempted this, we believe the mechanisms described here should be
easily portable to a new domain by constructing a knowledge object template
for that domain, and an appropriate annotation resource file. The text scan-
ner and path combining modules are domain independent, as are the current
inference strategies; as the work develops, we would expect the inference strate-
gies to break down into those which are domain-dependent and those which are
domain-independent.
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Abstract. The paper presents a very general method to describe the
agreement in the natural languages. The method can be used in auto-
matic translation. It allows the analysis of a text and then the generation
of the text in target language so it can be embeded in the reversible gram-
mars. It allows also in the case of analysis the treatment of the agreement
errors. The method is based on a set of simple expressions having logi-
cal values. We define a tetravalent logic to work with these expressions
and that can be implemented in an automatic treatment. The agreement
expressions are transformed in a normal form that can be used in both
text analysis and text generation.

1 Introduction

It is already well known the agreement definition given by Steele: ”The term
agreement commonly refers to some systematic covariance between a semantic
or formal property of one element and a formal property of another [20]. But the
attitude concerning the agreement is quite contradictory: starting from a lack of
interest [13] in the case of the very low inflected languages (like English) until
a special interest [9][18][9][10][14] in the case of high inflected languages [16].

The agreement description we will present is a declarative one.The declarative
grammars (like different types of constraint grammars [15][12]) are suitable to
be used as reversible grammars [17]. The parsing (syntactic analysis) and the
generation can be realized using the same reversible grammar [21].

The syntactic analysis allows to determine a deep structure of a surface text.
This deep structure contains syntactic elements (terminals that have associated
some categories with some values) and relations between these elements. In the
course of the analysis, the agreement rules must indicate how the combination
of the syntactic categories and values must be associated with the syntactic
elements (considering the relations that exist between these syntactic elements).

The generation allows obtaining a surface text using the deep structure. The
deep structure can be obtained during a process of machine translation or by the
inference process based on a data base or knowledge base. During the generation,
the agreement rules must force some values of the syntactic categories associated
to some elements in order to agree with others elements.

T.D. Gedeon and L.C.C. Fung (Eds.): AI 2003, LNAI 2903, pp. 161–172, 2003.
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There are are three types of using reversible grammars [5]: 1 - the parsing
and the generation are done by the same interpreter using one grammar; 2 -
the parsing and the generation are done by different interpreters using the same
grammar; 3 - the parsing and the generation are done by two different programs
that use two different compiling of the same grammar.

We consider that the agrement description we will present (section 2) can be
used for all three modes. This agreement description that can be used by human
is handled with a special tetravalent logic (section 3) and is transformed in
a normal form (section 4) that is better for automatic treatment. The agreement
(under its normal form) is used in the syntactic analysis and text generation so
it is particularly suitable for reversible grammars (section 5).

2 A Way to Represent the Grammatical Agreement

We will consider that the term agreement will refer not only to the relation
between words but also to the relation between syntactic notions (non terminals)
that are used in grammar descriptions. According to the above definition (section
1) the agreement is a sort of matching between different elements that appear
in a text.

We will consider that two parts are implied in such a matching: a controller C
and a target T and we note the agreement by C <- T. In our notation, the arrow
look to the controller (and not to the target, like in [10][9]). The controller can
be simple C = c (formed by one element) or multiple C = c1, c2, c3 ... (formed
by two or many elements). If the controller is a multiple one, we will consider
that two consecutive elements will have an agreement value that can substitute
in the text the two elements from the agreement point of view. We can have for
example the following sequence of transformations:

c1, c2, c3 <- T
c1,2, c3 <- T
c1,2,3 <- T
We consider the agreement as an asymmetric relation. The target has a subor-

dinate position because its features must agree with the controller. For example,
if a subject is a multiple controller, than the predicate must have the plural
number. (Observation: this is the reason for us to consider here the predicate as
subordinate though usually the subject is considered as a subordinate).

Let us suppose that we have a description of the syntax of a natural lan-
guage. We are not interested here what is the method used for this description
but we suppose that it contains at least three elements: non-terminals, terminals
(i. e. elements that belong to the natural language we describe) and rules that
indicate how the non-terminals and terminals (we will note NT&T the terminals
and non-terminal) are sequenced in the syntax description. Each NT&T have
associated some syntactic categories with their values. Among the rules that are
used in the syntactic description there are the agreement rules, very important
especially for the languages with a strong inflection and quite free word order.
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These agreement rules contain the relations that must exist between the syn-
tactic categories of the NT&T. The number of this agreement rules can be very
large. We will consider that somewhere in the grammar description there is a sec-
tion that contains syntactic rules. A syntactic rule contains many NT&T. Each
NT&T have associated a label and a list of syntactic categories, each category
having one or many values. The NT&T labels will be used by the agreement
rules description. We can not give here the complete syntax of the agreement
description. We will present only the main features of this syntax and few ex-
amples in order to give the flavor of this description. The general form of the
agreement description is as follows:

Agreement if ({condition}) true ({expression}) false ({expression}) not ap-
plicable ({expression}) undefined ({expression}).

The {condition} is a logical expression that uses the logical operators ”and”,
”or” and negation ”~”. The logical operands are {simple expressions} that have
two forms:
{operand} + {operand} <- {operand}
{operand} <- operand}
The first form is used for multiple controllers and the second for simple

controllers. An {operand} is a label of an NT&T and a set of categories with
their values. These categories and values can be described using AVT (Attribute
Value Trees - see [11]). The {expression} can contain others ”if”s or some {action
list}. This action list contains error messages and indicates how the analysis will
be continued after an error was found.

A condition can have one of four values (in a tetravalent logic as we can see in
section 3): TRUE, FALSE, NOTAPPLICABLE, UNDEFINED. Therefore, after
”if({condition expression})” a list of many alternatives will follow (and not only
two as in the case of ”if” in a bivalent logic). If some of the four alternatives are
identical, we can use ”else”.

Example 1: An agreement expression of the form if (Label1 (person = I) ->
Label2 (person = I)) true ( OK) else ( Message = ”Person agreement error”,
OK) will be read: ”If the NT&T with the label Label1 from the syntactic descrip-
tion has the person I and the NT&T with the label Label2 from the syntactic
description has the person I then continue the analysis, otherwise give the error
message ”Person agreement error” and continue the analysis as it was not an
error.

Example 2: Let us have two non terminals that are found in a grammar rule:
Label1: {non-terminal1}(a = av1, av2)(b = bv1, bv2, bv3)(c = cv1, cv2, cv3)
Label2: {non terminal2}(d = dv1, dv2)(e = ev1, ev2, ev3)(f = fv1, fv2, fv3)
Let us have a simple expression of the form:
Label1(a = av1, av2)(b = bv2,bv3) -> Label2(e = ev1, ev2)(f = fv2)
During the syntactic analysis, {non-terminal1} and {non-terminal2} will have

some lexical or syntactic categories with some values. The operand Label1(a =
av1, av2)(b = bv2, bv3) will subsume the non terminal {non-terminal1} when
the {non-terminal1} will have associated (by the syntactic analysis): the cat-
egory a with the value av1 or av2 and the category b with the value bv1 or
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bv3. The operand Label2(e = ev1, ev2)(f = vf2) will subsume the non terminal
{non-terminal2} when {non-terminal2} will have associated (by the syntactic
analysis): the category e with the value ev1 or ev2 and the category f with the
value fv2.

Example 3: We will refer to the general agreement rules (in Romanian lan-
guage) for the number (sg = singular, pl = plural), gender (m = masculine, f =
feminine, n = neuter), (p = animate, l = inanimate) and person (I, II, III) that
must be observed by a predicate with verb to the passive voice when we have
two subjects (i.e. a multiple subject).

Let us have some non terminals:
Label1: {complex nominal group} [nominal group type = conjunctive] (posi-

tion against the subject = left) (position against the predicate = left) (animation
= p, l) (gender = m, f, n) (number = sg, pl) (person = I, II, III)

Label2: {complex nominal group} [nominal group type = conjunctive, dis-
junctive] (position against the subject = right) (position against the predicate
= left) (animation = p, l) (gender = m, f, n) (number = sg, pl) (person = I, II,
III)

Label3: {verbal group} [predicate type = verbal, nominal] [voice = active,
reflexive, passive] (gender = m, f, n) (person = I, II, III) (number = sg, pl)

Here there are few rules for persons and numbers:
Agreement if (
/*1,1*/ Label1(animation = p) (gender = m) (number = sg, pl) (person =

II) + Label2(animation = p) (gender = m, f) (number = sg, pl) (person = III)
<- Label3(gender = m) (number = plural) (person = II) or

/*1,2*/ Label1(animation = p) (gender = m, f) (number = sg, pl) (person
= II) + Label2(animation = p) (gender = m, f) (number = sg, pl) (person =
III) <- Label3(gender = m) (number = plural) (person = II) or

/*1,3*/ Label1(animation = p) (gender = m) (number = sg, pl) (person =
II) + Label2(animation = l) (gender = m, f, n) (number = sg, pl) (person = III)
<- Label3(gender = m) (number = plural) (person = II) or

/*2,1*/ Label1(animation = p) (gender = m) (number = sg, pl) (person =
III) + Label2(animation = p) (gender = m, f) (number = sg, pl) (person = II)
<- Label3(gender = m) (number = plural) (person = II) or

/*2,2*/ Label1(animation = p) (person = III) (gender = m, f) (number =
sg, pl) (person = III) + Label2(animation = p) (gender = m, f) (number = sg,
pl) (person = II) <- Label3(gender = m) (number = plural) (person = II) or

/*2,4*/ Label1(animation = l) (person = III) (gender = m, f, n) (number =
sg, pl) (person = III) + Label2(animation = p) (gender = m) (number = sg, pl)
(person = II) <- Label3(gender = m) (number = plural) (person = II) or

/*3,1*/ Label1(animation = p) (gender = m) (number = sg, pl) (person =
II) + Label2(animation = p) (gender = m, f) (number = sg, pl) (person = II)
<- Label3(gender = m) (number = plural) (person = II) or

/*3,2*/ Label1(animation = p) (gender = m, f) (number = sg, pl) (person
= II) + Label2(animation = p) (gender = m) (number = sg, pl) (person = II)
<- Label3(gender = m) (number = plural) (person = II) ) true ( Ok )
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/* Continue for others situations*/
Using the above language we made a complete description of the accord in the

Romanian language. We found that the Romanian language has 1350 agreement
situations between a controller (simple or multiple) and a target. The situation’s
number can be even larger if we will try to capture also the error situations (that
are quite frequent, and now we can see why!). Because it is a formal description,
it can be used in automatic treatments.

else (/*..................................................* )

3 A Tetravalent Logic

In order to work with agreement rules we will define a more formal tetravalent
logic

a) Truth values. We will use the following four truth values: i - ”TRUE”
noted with ”1”; ii - ”FALSE” noted with ”0”; iii - ”NOTAPPLICABLE” noted
with ”#”; iv - ”UNDEFINED” noted with ”*”.

The variables that will take values in the this tetravalent logic are simple
expressions described above. A simple expression contains operands. We will say
that an operand subsumes or do not subsumes an NT&T obtained during the
syntactic analysis. By ”subsumption” we mean the followings:

Let us have in the agreement description an operand A1 of the form:
Label1(Y1 = y1,1, y1,2,...) (Y2 = y2,1, y2,2, ...) (Y3 = y3,1, y3,2, ...) ...
Let us have an interpretation A2 of the NT&T corresponding to the label

Label1 obtained by the syntactic analysis:
(X1 = x1,1, x1,2,...) (X2 = x2,1, x2,2, ...) (X3 = x3,1, x3,2, ...) ...
The operand A1 will subsume the NT&T A2 if:
- A1 and A2 have not common lexical/syntactic categories or
- If A1 and A2 have some common lexical/syntactic categories (for example

Y1 = X1, Y2 = X2, X3 = Y3) and the lexical/syntactic category values taken
from A1 are found among the corresponding lexical/syntactic category values
taken from A2. In the above example (where Y1 = X1, Y2 = X2, Y3 = Y3):

y1,1, y1,2, ... must be found among x1,1, x1,2, ...
y2,1, y2,2, ... must be found among x2,1, x2,2, ...
y3,1, y3,2, ... must be found among x3,1, x3,2, ...
...
We will say that an operand A1 do not subsume an NT&T if A1 and the

NT&T have at least one common category and, for at least one common category,
at least one category value from A1 are not found among the corresponding
category value from NT&T.

A simple expression is TRUE if all its operands have the property ”subsump-
tion” of some NT&T.

A simple expression is FALSE if the operands representing the controller
subsume the corresponding NT&T and the operands representing the targets do
not subsume the corresponding NT&T.
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A simple expression is NOTAPPLICABLE if at least one of the operands
representing the controller does not subsume the corresponding NT&T.

A simple expression can not be UNDEFINED. An undefined value can ap-
pear by logical operations with simple expressions as we will see below. A logical
variable or a logical expression is UNDEFINED if we do not know if the corre-
sponding value is TRUE or FALSE.

The subsumption property can be defined in a more complex (and more gen-
eral) way using the AVT (Attribute Value Tree). In this case, the subsumption
property must be replaced by the unification, i.e. the operand subsumes the
corresponding NT&T if the operand is unifiable with the corresponding NT&T
[11].

b) Basic unary logical operations. Let us have a logical variable x that can
have one of the four truth values: 1, 0, #, *. We will define the following basic
unary logical operations:

- ”true” or ”identity” noted by the variable itself x or by 1x;
- ”false” or ”negation” noted by x or 0x;
- ”not applicable” noted by #x;
- ”undefined” noted by *x.
The definitions are done in the Table 1. We can use also parentheses: (x)

or x, ~(x) or ~x. (Observation: In a binary logic we can define 22 = 4 unary
operations. In a tetravalent logic we can define 44 = 256 unary operations.)

c) Basic binary logical operations. Let us have two tetravalent logical variables
x and y. We will define the basic binary logical operations ”and” (noted by ”.”)
and ”or” (noted by ”+”) according to Table 2. (Observation: In a binary logic
we can define 22∗2 = 16 binary operations. In a tetravalent logic we can define
44∗4 = 4 294 967 296 binary operations.)

d) Other properties. We can very easy verify that the usual logical properties
are true: De Morgan Relations, the distributiveness of ”and” against ”or”, the
distributiveness of ”or” against ”and”, the logical implication, the double logical
implication. Using the double logical implication a <-> b = ~a . ~b + a . b, the
fact that c is true, false, not applicable or undefined can be expressed as follows:

c <-> 1, c <-> 0, c <-> #, c <-> *
In the next section we will see how the agreement expressions can be trans-

formed in tetravalent logical expressions.

Table 1. The unary operations in the tetravalent logic

x ”true” ”false” ”not app.” ”undefined”

x, 1x ~x, 0x #x *x

1 1 0 * #
0 0 1 # *

# # * 1 0
* * # 0 1
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Table 2. The definition of ”and” and ”or” in the tetravalent logic

x y x . y x + y

1 1 1 1
1 0 0 1
1 # # 1
1 * * 1

0 1 0 1
0 0 0 0
0 # 0 #
0 * 0 *

# 1 # 1
# 0 0 #
# # # #
# * 0 1

* 1 * 1
* 0 0 *

* # 0 1
* * * *

4 Normalizing the Agreement Rules

The agreement rules (section 2) are written manually. We will present now
a transformation of these rules to a tetravalent logical form (section 3) that
can be used both in the automatic analysis process and automatic generation
process. The transformation itself can be done automatically too.

Each rule from an agreement rule list can be represented intuitively as follows:
if ({condition}) true({a new rule beginning with ”if” or an action list})

false({a new rule beginning with ”if” or an action list}) not applicable({a new
rule beginning with ”if” or an action list}) undefined({a new rule beginning with
”if” or an action list})

We can write more compact:
if (condition) true (a) false (b) not applicable (c) undefined (d)
By definition this expression is equivalent with a logical expression of the

form of a conjunction of implications. These implications have the form:
- for true(a): (c <-> 1) -> a
- for false(b): (c <-> 0) -> b
- for not applicable(c): (c <-> #) -> c
- for undefined (d): (c <-> *) -> d
These forms can be also noted:
if(condition <-> 1) then (a)
if(condition <-> 0) then (b)
if(condition <-> #) then (c)
if(condition <-> *) then (d)
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One or a group of clauses true(...), false(...), not applicable(...), undefined(...)
can appear as being replaced by a single clause:

then({a new rule beginning with ”if” or an action list})
To normalize an agreement rule list means to obtain a new agreement list

under the form of a conjunction of rules of the form :
if({conjunctive condition})then({action list})
By {conjunctive condition} we mean a logical expression in conjunctive form

(a conjunction of disjunctions).
The steps of such a transformation are as follows:
1. Transforming ”else if”. The form ”...else if ({condition expression})...”

will be replaced with ”...else (if ({condition expression})...)” i.e. we insert an
open parenthesis between ”else” and ”if” and we insert a closed parenthesis at
the end of the expression.

2. Transforming ”else”. The transformation rule results immediately from
the following example. Let us have a rule containing an ”else”:

if ({condition}) false(x1) not applicable(x2) else(x3)
We will replace ”else(x3)” as follows:
if ({condition}) true(x3) false(x1) not applicable(x2) undefined(x3)
We replaced ”else(x3)” with the missing clauses (”true”, ”undefined”) from

the four possible clauses (”true”, ”false”, ”not applicable”, ”undefined”). The
new clauses will have between the parentheses the content of the parentheses of
”else”.

After this transformation, all the expressions will have the same form: an
”if” followed by one or many clauses from the four possible and the ”else” will
disappear”.

3. Transforming an ”if” that appeared in the parentheses of a ”true”, ”false”,
”not applicable” or ”undefined”. After the above transformations there is not
a clause ”else”. All the expression is now a sort of tree that has as nodes:
”if({condition})”, ”true(...)”, ”false(... )”, ”not applicable(...)”, ”undefined(...)”,
”{action list}”. An ”if” node has at most four sons (at most one of each ”true” ,
”false”, ”not applicable” or ”undefined” sons) and at least one of the four types
”true”, ”false”, ”not applicable” and ”undefined” sons. Each node of the type
”true”, ”false”, ”not applicable” and ”undefined” has as sons a node of type ”if”
or a node of type action list. We will bring this tree to the form of a conjunction
of expressions of the form:

if({condition}) then ({action list})
We can see that the root of the tree is an ”if” node and the leaves are action

list nodes. All the paths i that link the root with the leaves are of the form:
node(ci,1), xxi,1 (...), nod(ci,2), xxi,2(...), ...nod(ci,j), xxi,j(...), ... nod(ci,ni),

xxi,ni(...), ai

where xxi,j (...) are nodes of the type ”true”, ”false” or ”not applicable”,
”undefined” and ai is an ”action list” node. We will apply the following proce-
dure:

a) We write all the paths of the above form.
b) For each path:
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- We build a condition of the form:
Ci = (ci,1 <-> xi,1) . (ci,2 <-> xi,2) . ... (ci,j <-> xi,j) . ... (ci,n <-> xi,n)
- We build the expression:
if(Ci) then (ai)
- Finally we put in a conjunction all the built expression:
if(C1) then (a1) . if(C2) then (a2) . ... . if(Ci) then (ai) . ... . if(Cn) then(an)
Example 1: Let us have the expression:
if(c1) true( if(c2) true(a1) ) false ( if(c3) true(a2) )
After the transformation we obtain:
if((c1 <-> 1) . (c2 <-> 1)) then (a1) . if((c1 <-> 0) . (c3 <-> 1)) then (a2)
Example 2: Let us have the expression:
if(c1) true( if(c2) true( if(c3) true(a1) ) false ( if(c4) true(a2) ) ) false ( if(c5)

not applicable (a3) undefined(a4) ) undefined ( if(c6) true ( if(c7) true( if(c8)
true(a5) ) ) undefined (if (c9) true (a6) ) )

The tree will become:
if((c1 <-> 1) . (c2 <-> 1) . (c3 <-> 1)) then(a1) . if((c1 <-> 1) . (c2 <-> 0) . (c4

<-> 1)) then(a2) . if((c1 <-> 0) . (c5 <-> #)) then(a3) . if((c1 <-> 0) . (c5 <-> *))
then(a4) . if((c1 <-> *) . (c6 <-> 1) . (c7 <-> 1) . (c8 <-> 1)) then(a5) . if((c1 <->
*) . (c6 <-> *) . (c9 <-> 1)) then(a6)

The validity of these transformations can be demonstrated to the general case
but here we will demonstrate only a particular case in the following example.

Example 3: Let us have the expression:
if(c) true ( if(c1) true(a1) ) false ( if(c2) true(a2) ) not applicable (if(c3)

true(a3) ) undefined ( if(c4) true(a4) )
The expression will become:
if((c <-> 1) . (c1 <-> 1)) then(a1) . if((c <-> 0) . (c2 <-> 1)) then(a2) . if((c

<-> #) . (c3 <-> 1)) then(a3) . if((c <-> *) . (c4 <-> 1)) then(a4)
It is very easy to demonstrate that the two expression are equivalent.
4. Normalizing the conditions. The obtained condition expressions are logical

expression that contains:
- logical operators ”.” and ”+” (the priority of the operator ”.” is greater

than the priority of the operator ”+”);
- the negation ”~” (the priority of ”~” is greater tan the priority of ”.”);
- operands that are simple expressions;
- parentheses that change the priority of the operations;
- the logical constants: 1, 0, #, * .
We do not enter here in the structure of the simple expressions. We will

consider that each simple expression is noted by a letter: a, b, c, etc. To normal-
ize the conditions means to put the conditions in the disjunctive form. There
different simple algorithms to do this transformation. Such an algorithm is the
following:

a) We apply the negation that is found before the parentheses using De
Morgan relations until there are no more negations before the parentheses.

b) We open the parenthesis using the distributiveness of ”.” against ”+”.
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5. The decomposition of the conjunctive forms. After the above transforma-
tions the agreement rules became conjunctions of expressions of the form:

if({condition}) then ({action list})
where {condition} is in the disjunctive form:
if((a1 and a2 ....) or (b1 and b2 and ...) or (c1 and c2 and ...)...) then (action

list)
These forms can be rewritten as follows:
if(a1 and a2 and ...) then (action list) and if(b1 and b2 and ...) then (action

list) and if(c1 and c2 and ...) then (action list) and ....
This equivalence can be demonstrated for the general case but we give here

only a demonstration in a particular case, for illustration. Let us have the ex-
pression:

if((a and b) or (c and d))then(action list)
We rewrite the expression using only logical symbols and noting action list

by A:
(a . b + c . d) -> A = ~(a . b + c . d) + A = ~(a . b) . ~(c . d) + A = (~(a .

b) + A) . (~(c . d) + A) = ((a . b) -> A) . ((c . d) -> A))
We pass to the initial notation and we obtain:
if(a and b) then (action list) and if(c and d) then (action list)
This normalized form will simplify not only the agreement check during the

syntactic analysis but also especially the generation process where the controllers
will force the attributes of the targets.

5 The Agreement Evaluation

As we showed in the section 3, the agreement between different NT&T is de-
scribed under the form of an agreement rule list:

if({expression1}) then ({action-list1}) and if({expression2}) then ({action-
list2}) and if({expression3}) then ({action-list3}) ... if({expressionn}) then (
{action-listn})

Each {expressioni} is a logical expression using as operands simple expres-
sions.

a) During the syntactic analysis, the agreement check will be realized by
the ”execution” of this agreement rules. The execution consists in the following
steps:

1. We evaluate all the simple expressions that appears in the expression i
obtaining the corresponding truth values (see the section 3 point (a)).

2. We evaluate the truth value of each expression {expression i} using the
above calculated values for the operands.

3. If the truth value of the expression i is ”TRUE” (i.e. it is not ”FALSE”,
”NOTAPPLICABLE” or ”UNDEFINED”) then the actions from the {action-
listi} will be executed. An action list can contain the actions OK, KO and error
message. Executing an error message means to put this error message in a list
of messages that will be eventually showed to the user. The execution of an



Natural Language Agreement Description for Reversible Grammars 171

OK means in fact no operation. The execution of a KO will mean to note the
apparition of an error.

4. When all the n expressions were evaluated:
- If no KO appeared, then the treatment is positively finished.
- If at least a KO is appeared, then treatment is negatively finished.
The syntactic analysis is accordingly continued.
b) During the text generation, the treatment concerns only the simple ex-

pressions and consists of:
1. We search a matching between the controller part of the simple expressions

and the corresponding elements from the deep structure (this depends on how
the deep structure is represented). Let us have the simple expression operand1

-> operand2 + operand3 or operand1 -> operand2. We note {controller} the
controller part and {target} the target part of this expressions. We consider
that in the deep structure we have the corresponding elements {controller’}and
{target’}. To have a matching between {controller} and {controller’}means that
{controller} subsumes {controller’} (see the section 4).

2. When we find such a matching, the corresponding {target’} is forced to
have such an attribute/value combinations that {target} can subsume {target’}.

We can see that the same representation of the agreement can be used in the
automatic treatment of the analysis and of the generation.

6 Conclusions

The method of agreement description we presented permits a compact and sys-
tematic representation of natural language reversible grammars. The theoretical
basis and the agreement expression handling do not imply excessively compli-
cated problems of implementation in a computing system. The presented ele-
ments were embedded in a more general language GRAALAN (Grammar Ab-
stract Language). Using this method and also others features of GRAALAN
like the possibility to use macros) a complete description of the agreement in
Romanian language was implemented.
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Abstract. Hidden markov models (HMMs) and prediction by partial
matching models (PPM) have been successfully used in language pro-
cessing tasks including learning-based token identification. Most of the
existing systems are domain- and language-dependent. The power of re-
targetability and applicability of these systems is limited. This paper
investigates the effect of the combination of HMMs and PPM on to-
ken identification. We implement a system that bridges the two well
known methods through words new to the identification model. The sys-
tem is fully domain- and language-independent. No changes of code are
necessary when applying to other domains or languages. The only re-
quired input of the system is an annotated corpus. The system has been
tested on two corpora and achieved an overall F-measure of 69.02% for
TCC, and 76.59% for BIB. Although the performance is not as good
as that obtained from a system with language-dependent components,
our proposed system has power to deal with large scope of domain- and
language-independent problem. Identification of date has the best result,
73% and 92% of correct tokens are identified for two corpora respectively.
The system also performs reasonably well on people’s name with correct
tokens of 68% for TCC, and 76% for BIB.

1 Related Research

Token identification task is to automatically identify the boundaries of a variety
of phrases of interest in raw text and mark them up with associated labels. The
systems reported in the Message Understanding Conference are limited to the
following tokens: person, organization, location, date, time, money and percent.
For us, however, the token identification task has no restriction—tokens are
defined by a system designer and could encompass any type of information that
is of interest.

T.D. Gedeon and L.C.C. Fung (Eds.): AI 2003, LNAI 2903, pp. 173–185, 2003.
c© Springer-Verlag Berlin Heidelberg 2003
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Some learning algorithms have been reported such as decision trees, maxi-
mum entropy models and hidden markov models.

Sekine [1] and Bennett et al. [2] both implemented their token identification
systems using decision trees. Their decision trees are based on almost identical
features, such as part-of-speech, character type information and special dictio-
naries. While the two systems are similar, there are significant differences be-
tween them. Another system using decision trees is proposed by Baluja et al.
[3]. Like the systems described by both Sekine and Bennett et al., they uti-
lized a part-of-speech tagger, dictionary lookups, and word-level features, such
as all-uppercase, initial-caps, single-character, and punctuation features.

Borthwick et al. [4] described a token identification system based on a maxi-
mum entropy framework. The system used a variety of knowledge sources, such as
orthographic, lexical, section and dictionary features, to make tagging decisions.
For any particular class label, there are four states: label start, label continue,
label end and label unique. The first three states are for the case that more than
one consecutive words are identified as the same class. The fourth is for the
case that only one word is identified in a particular class. In addition, there
is a special label—other, which indicates that the word is not part of a class.
For example, the phrase “Jenny Bentley lives in Hamilton” is marked as “per-
son start, person end, other, other, location unique”. One label is assigned to
every word in the text. This approach is essentially the same as that described
by Sekine [1]. Borthwick et al. employed Viterbi’s [5] search algorithm to find the
highest probability legal path. For example, label end can only be assigned to
a word that follows a word with either label start or label continue. The system
is a purely statistical one, and contains no hand-generated patterns.

Another system for token identification that uses a maximum entropy model
is reported by Mikheev et al. [6]. The model uses contextual features of tokens, for
example the position of tokens in a sentence, whether they appear in lowercase
in general, whether they were used in lowercase somewhere else in the same
document and so on. This system makes decisions using the answers provided
by the Maximum Entropy model.

IdentiFinder [7] is a well-known system. It uses a variant of a hidden Markov
model to identify tokens like names, dates and numerical quantities. Each state
of the HMM corresponds to a token class. There is a conditional state for “not
a token class”. Each individual word is assumed to be either part of some pre-
determined class or not part of any class. According to the definition of the task,
one of the class labels or the label that represent “none of the classes” is assigned
to every word. IdentiFinder uses word features, which are language-dependent,
such as capitalization, numeric symbols and special characters, because they give
good evidence for identifying tokens.

This paper considers of the effect of the combination of HMMs and PPM on
token identification. The system bridges the two well known methods through
words new to the identification model. The main characteristics of the proposed
system is that it is fully domain- and language-independent.
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Two corpora, The Computists’ Weekly—formerly known as The Computists’
Communique (TCC).1 and The Collection of Computer Science Bibliographies
(BIB).2, are employed to evaluate the techniques presented in this paper.

The rest of the paper is organized as follows. The next section describes the
algorithms of the models. Section 3 demonstrates how the models are used in
token identification. Section 4 evaluates our proposed system. We conclude the
paper in the last section.

2 HMMs and PPM

The idea of the system is to identify tokens from word-level to character-level
when encounter unknown tokens. It is achieved by bridging HMM and PPM
models. Due to limitation of space, we briefly describe the algorithms of the
models in this section. Please refer to [8] and [9, 10] for more details.

2.1 HMMs

A hidden Markov model is a finite-state automaton with stochastic state tran-
sitions and symbol emissions [8]. It is a particular model based on a sequence of
events, and consists of a set of states and a set of output symbols. The automaton
generates a sequence of symbols by starting from the initial state, transitioning
to a new state, emitting an output symbol, transitioning to another state, emit-
ting another symbol, and so on, until the final state is reached and the last
symbol is emitted.

For each member of the set of states, S = {S1, S2, ..., SN}, there are two prob-
ability distributions. One governs the outgoing state transitions, which indicates
how likely another state is to follow; the other governs the emission of symbols
in the observation vocabulary V = {V1, V2, ..., VM}, which indicates how likely
a symbol is to be generated in the particular state. N and M are the number of
states and number of symbols respectively.

We assume that time is discrete, and the model transitions between states
at each time unit. In the case of a first-order Markov model, which is used in
the undertaken research, the probability of moving from state Si to state Sj is
stored in the state transition matrix, A = {aij}, where:

aij = Pr[qt = Sj |qt−1 = Si], 1 ≤ i, j ≤ N. (1)

In this and future equations, t refers to the time instant, qt is the variable that
records the state assignment to the tth symbol, and Sj, the jth member of the
set of possible states, is the assigned value. In other words, the probability of
being in the current state is determined by the previous state.

When the HMM moves between states, it emits an output symbol after each
transition. Exactly which output symbol is emitted depends on the output symbol
1 http://www.computists.com
2 http://liinwww.ira.uka.de/bibliography/index.html
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distribution B, which defines the probability of emitting a particular symbol in
a particular state. For first-order HMM, B is a two dimensional matrix defined
as B = {bj(k)}, where:

bj(k) = Pr[ot = Vk|qt = Sj ], 1 ≤ j ≤ N, 1 ≤ k ≤M. (2)

Here, ot is the variable that records the tth symbol emission, and Vk, the kth

member of the observation vocabulary, is the emitted symbol.
To complete the model we need an initial probability distribution π = {πi}

over states, where:

πi = Pr[q1 = Si], 1 ≤ i ≤ N. (3)

Let us assume that an HMM model has been constructed for a particular
kind of sequence, and we are presented with a new example of such a sequence,
O = o1, o2, ..., oT . The problem of finding the most likely state sequence Q =
q1, q2, ...,
qT that produces the given symbol sequence is called decoding. There are several
possible ways of solving this problem. We have used Viterbi algorithm [5, 11],
which is to recover the state sequence that has the highest probability of having
produced the given observation sequence.

2.2 PPM Models

Models that take a few immediately preceding symbols into account to make a
prediction are called finite-context models of order m, where m is the number
of preceding symbols used [9]. The PPM technique uses finite-context models
of characters [10]. It is a so-called character-level model. It uses the last few
characters in the input string to predict the upcoming one. By considering such
a context, each character can be better predicted. The prediction is done by using
the counts of occurrences of each context. The probabilities associated with each
character that has followed the context are used to predict the probability for
the upcoming character.

PPM uses fixed-order context models with different values of m, up to a
pre-determined maximum. The maximum number is a given constant, which
is call the order of the model. The bigger the order, the more information is
considered. But increasing the order does not guarantee better compression,
because the contexts become rarer as the order grows.

Several orders are blended together in PPM to obtain a good probability
estimate for the current character. The prediction starts with a given maximum
order m and checks the occurrence of the order m context. If the order m context
has occurred with the upcoming character following it, the corresponding counts
are used to predict the probability. If the context has not been seen in the past,
the model then uses the order m− 1 context.

Consider the case where the context has occurred but never followed by
the upcoming character. This is called the zero-frequency situation [12]—the
character will be predicted using a zero count. In this case, a special transmission
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Table 1. PPM after processing the string tobeornottobe

Order 2  Order 1  Order 0 
Prediction c p  Prediction c p  Prediction c p 

be → o 1 1/2  b → e 2 3/4  → b 2 3/26 
 → esc 1 1/2   → esc 1 1/4  → e 2 3/26  
eo → r 1 1/2  e → o 1 1/2  → n 1 1/26 
 → esc 1 1/2   → esc 1 1/2  → o 4 7/26 
no → t 1 1/2  n → o 1 1/2  → r 1 1/26 
 → esc 1 1/2   → esc 1 1/2  → t 3 5/26 
ob → e 2 3/4  o → b 2 3/8  → esc 6 3/13  
 → esc 1 1/4   → r 1 1/8      
or → n 1 1/2   → t 1 1/8  
 → esc 1 1/2   → esc 3 3/8  

Order  –1 

ot → t 1 1/2  r → n 1 1/2  
 → esc  1 1/2   → esc 1 1/2  

→ A 1 1/|A| 

rn → o 1 1/2  t → o 2 1/2      
 → esc 1 1/2   → t 1 1/6      
to → b 2 3/4   → esc 2 1/3      
 → esc 1 1/4            
tt → o 1 1/2            
 → esc 1 1/2            
 

called escape is used to drop the model down one order, and the order m − 1
model is used to make the prediction.

Another possible situation is that the character has never occurred in the
past—an unknown character. Then even order 0 cannot be used. This is an-
other instance of the zero-frequency problem. The model then escapes down to
a bottom-level model, order −1, that predicts all characters equally.

To illustrate the PPM modeling technique, Table 1[13] shows the four models
with order 2, 1, 0 and −1 after the string tobeornottobe has been processed.

In Table 1, c represents the occurrence, esc and p are probabilities for escape
and symbol, respectively. They are determined by the following equations. |A|
is the size of the alphabet.

esc =
t

2n
, (4)

p =
2c− 1

2n
, (5)

where t is the distinct number of characters that have followed a particular
context, n is the number of times a context has appeared.

The model in Table 1 is used as follows. Suppose the character following
tobeornottobe is o. Since the order-2 context is be, and the upcoming symbol
has already been seen once in this context, the order-2 model is used and the
probability is 1/2. If the next character, instead of o, were t, this has not been
seen in the current order. Consequently an order-2 escape probability of 1/2 is
used and the context is truncated to the order-1 context e. Again it has not
been seen in this context, so an order-1 escape probability of 1/2 is used and the
context is truncated once more to the null context, corresponding to order 0. Fi-
nally the character t is predicted with a probability of 5/26. Thus the prediction
of t is done in three steps, using order 2 to order 0 context respectively, with



178 Yingying Wen et al.

Table 2. Effect of context and current character with order-2 PPM

  Context 
  tobeornottobe nottobeorto 

  Probability Model used Probability Model used 

o ½ Order 2 ½×½×5/6 Order 0 Upcoming 

character 
t ½×½×5/26 Order 0 ½×1/6 Order 1 

 

a probability of 1/2× 1/2× 5/26. If the upcoming character had been x instead
of t, a final level of escape to order −1 would have occurred with a probability
of 3/13, and x would be predicted with a probability of 1/256 (assuming that
the alphabet |A| = 256).

The probabilities predicted by PPM are based on the occurrences of the prior
context and the characters that have followed each context every time the context
has occurred in the training text. Table 2 shows how the previous context being
processed and current character affect the result in terms of the order of model
and probabilities by using the same prior contexts to predict different characters
and vice versa.

3 Token Identification

3.1 HMM Based Approach

For the token identification application, the observation sequence is a sequence
of words in text. The symbols emitted in each state are words, and the HMM is
a word-level model.

In the system, each sequence corresponds to a sentence in text, and each
state corresponds to a type of token that the program will identify and mark up.
Example token class include people’s names, geographical locations, monetary
amounts and e-mail addresses. Each type of token will be marked in the text by
a unique tag. N , the number of states in the model, is the number of different
token classes, and is determined by the training data. Because the system uses
a word-level HMM model, M , the size of the output vocabulary, is the number
of different words that appear in the training data.

The matrix A in HMM gives the probability that the current word belongs
to a particular token type given that the previous word belongs to a particular
token type as well. We also call it the contextual probability. Distribution B is
the probability of the same words being seen in a particular token class. It is
token-dependent: different token classes have different probabilities for a certain
word. B is also called the lexical probability. The initial distribution π is the
probability that each type of token starts a sentence.

For instance, in the following sentence, a fragment in annotated version of
The Computists’ Weekly, 1998,
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Fig. 1. A HMM obtained from the training data

<o>Polytechnic University</o> in <l>Brooklyn</l> will get
<m>$190M</m> from the <n>Othmer</n> estate, about four
times the school’s previous endowment.

The sequence of four words “Polytechnic”, “University”, “in” and “Brooklyn”
contributes to the four-element class sequence <o><o><p><l>. It contributes
the probabilities of transitioning from organization (o) to organization, state o
to o; organization to plain text (p), o to p; and plain text to location (l), p to l.
Thus probabilities are given by the elements of matrix A. The words themselves
will be counted as the appearances in the corresponding token class to make up
the elements of matrix B, for example, words “Polytechnic” and “University”
labeled as organization would increase the counts for their occurrences in this
class. “Polytechnic” as part of organization would also increase the probability
of token <o> starting a sentence.

The model is trained on the training set of the corpus. The system pro-
cesses the training data in two passes. The first pass counts the number of token
classes, N , the number of different words, M , and the vocabularies for each token
type. The second pass counts the number of events and calculates the A and B
matrices.

For illustration, Figure 1 is an example of an HMM obtained from part of
the training data. It is annotated with transition probabilities and token labels:
email address (e), dates (d), people’s name (n), sources (s), organizations (o),
URLs (u), locations (l), money (m) and plain text (p). The figure shows that it
is possible for words in the plain text (p) class to follow words in any other token
classes, and these words can also be followed by words in any other class except
email (e). It is reasonable that words in all token classes can be surrounded by
plain text. The location class (l), monetary class (m) and URL (u) class have
no direct relationship between each other. They never appear one after another
and always have tokens in other classes between them. This is understandable
from the grammatical point of view. Probabilities from plain text to some other
token class, such as date, source and location, are very low. This is not because
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the events are rare but because they are overwhelmed by plain text words, which
makes the denominator bigger and results in smaller numbers.

The figure indicates that there are no tokens in fax and phone classes in this
particular set of training data, because classes, along with vocabularies, depend
on the training data.

3.2 Unknown Word Handling

Unknown words are those that have not been encountered in training data. There
are two kinds of unknown word: neologisms, and existing words that happen not
to appear in the training data.

One of the main goals of token identification is to choose the correct label
in cases where a word can have more than one label assignment. Additionally,
a system must deal with words that have not been encountered in the training
data, and so are not found in the lexicon.

The lexicon for the HMM is built during training, so the model contains all
words. If an unknown word is encountered during decoding, there is no entry in
the model. The emission probability in the state transition matrix B is unknown.
To ensure that the process continues and works in a proper way, some policy
must be adopted to estimate the probability that the current state will emit the
given unknown word.

A PPM model is then constructed for each token class, using all tokens in
a class in the training data. Whenever a word that has not been encountered in
training is seen, and is therefore not contained in the lexicon, the value of bj(k)
is assigned the probability that is predicted by an appropriate PPM model. The
more words in a class that occur in the training data, the more likely it is that
tokens in the same class can be identified in new text.

4 Performance Evaluation

4.1 Measurement Metric

Three standard measures, recall, precision and F-measure [14, 15], along with
error-rate are used to evaluate the accuracy of the token identification system.
They are calculated by using the corresponding manually marked-up fragment
in the training corpus as the gold standard. For easy reference, let us call this
gold standard hand mark-up. To define them, the following terms are used:

N Number of tokens occurring in the standard text;
c Number of tokens correctly marked up by the system;
e Number of tokens incorrectly marked up by the system;
n = c + e Number of tokens marked up by the system.

The measures take into account two aspects of the mark-up: the label it-
self, and the boundary where the label is inserted. A token is considered to be
correctly marked up when both label and boundaries are correct. For example
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The board has been begging and bribing <n>Steve Jobs</n> to stay
on, but he hasn’t accepted yet.

“Steve Jobs” is correctly marked as a person’s name and it contributes one count
to c.

Recall and precision are widely used to assess the quality of an information
retrieval system in terms of how many of the relevant documents are retrieved
(recall) and how many of the retrieved documents are relevant (precision). In
the token identification task, recall is the proportion of the correct tokens which
are actually identified by the system, while precision is the proportion of tokens
identified by the system which are correct. They are written as:

Recall =
c

N
, (6)

Precision =
c

n
. (7)

The two measures do not always provide an adequate evaluation because
there are some extreme situations where one of them is very small while the
other is large. For example, if the system identifies few tokens compared to the
number of N and they are all correct, recall will be very small whereas precision
is 100%. It is better to have a measure that yields a high score only when recall
and precision are balanced. A widely used measure is the F-measure [14, 15]:

F-measure =
(β2 + 1)× Precision× Recall

β2 × Precision + Recall
(8)

where values of β between 0 and ∞ give varying weights to recall and precision.
In this paper, β = 1, gives equal importance to recall and precision, therefore,
F-measure is the harmonic mean of recall and precision:

F-measure =
2× Precision× Recall

Precision + Recall
. (9)

The measure of error-rate is used just for easy analysis of the result. It is
defined as

Error-rate =
e

N
. (10)

This is normally used on its own as an overall indicator of the quality of identi-
fication. However, it can give misleading results—an extreme condition is where
the system only identifies a single word, leading to a very small error-rate of 1/N
despite the fact that all tokens but one remain unidentified.

If the system marks up the same number of tokens as the hand mark-up,
recall and precision both become equal to one minus the error-rate. A perfect
identification system will have an error-rate of zero, and recall and precision of
100%.
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Table 3. Result for five TCC test files

File Recall (%) Precision (%) F-measure (%) Error-rate (%)

test1 64.86 72.37 68.41 24 76
test2 65.67 74.58 69.84 22.39
test3 68.72 78.34 73.21 18.99
test4 60.96 74.79 67.17 20.55
test5 66.26 66.67 66.46 33.13

Average 65.29 73.35 69.02 23.96

4.2 TCC Corpus

The first series of evaluations used the TCC corpus. The corpus was first split
into sentences because the system processes input sentence by sentence. The
available TCC corpus contains 38 issues of the newsletter. 25 issues, which are
randomly selected, are used as the training set.

To see how the system works, 5 of the remaining issues are used as the test
set with all the tags removed. PPM models are used for the unknown words.

Table 3 shows the results for each of the five test files in terms of recall,
precision, F-measure and error-rate. It also gives the average values of these
measures.

In the table, the value of precision is always higher than that of recall. This
indicates that the system marks less tokens than it should do. Consequently,
some tokens are either missed out—left unmarked, or merged into another token
by the system.

Figure 2 depicts the proportion of correctly marked tokens (dark gray) and
errors (light gray) over the corresponding numbers of tokens in the hand mark-up
for each class and overall.

The figure shows that organization class has a very poor result, with only
about 20% of correct tokens identified. This is probably due to the lower per-
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Fig. 2. Detailed result for five TCC test files
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centage of words in this class in the training data. As mentioned before, the
more words in a class that occur in the training data, the more likely it is that
tokens in the same class can be identified in new text. The proportion of words
in classes such as fax number and sums of money are also small, however, they
have special so-called indicators, for example “fax” and “$”. This increases the
performance for these classes. However, a name of an organization is more likely
to comprise diverse words, such as:

<o>Bell Labs</o>
<o>John Benjamins</o>
<o>Holland Academic Graphics</o>

The percentage of correct tokens in date, email and fax classes are about the
same. However, the system is more successful on date class because the error
rate is very low. This is understandable because date has much less ambiguity
than email address and fax number. Most tokens in date class are distinguishable
in both words and format. Errors happen in special cases such as “30-<d>40
years</d>” and word stemming. But they are rare. On the other hand, email
addresses can be mixed up with URLs due to the definition of a word. Some
sources such as “<s>comp.ai.genetic</s>” also increase the error in email ad-
dress and URL classes. There is no distinction between fax number and phone
number except the word “fax/Fax”, which is a strong indicator to distinguish
fax number from any other classes.

It is interesting to notice that a token which is a money amount is either
marked up correctly or left unmarked. Due to the format of the token in this
particular class, there is no marking ambiguities.

Generally speaking, name of a person is relatively harder to identify than
other classes. The figure shows that it gets the second best result for both the
correct ratio and error ratio. As we have noticed, there are some names that oc-
cur repeatedly. For example, “Ken”, “Bill Park” and “Brandon” have occurred
several times in the entire corpus and none of them has been found to be iden-
tified incorrectly. However, most of the names are not in this special case.

4.3 Bibliographies

The text in bibliographies is more structured than that in the TCC newsletter,
which the model takes advantage of. A bibliography entry contains name, title
and date. Most of them have page number(s), and some provide organization,
publisher, location and source. In the experiments, the BIB corpus of 2400 ref-
erences were selected randomly from the bibliography collection. The model is
trained on 2200 entries, and the experiments are done by running the system on
100 of the remaining references with labels removed.

Figure 3 shows the proportion of correctly marked tokens (dark gray) and
errors (light gray). As we can see, tokens in date class have the best identification
result. From the figure, not a single token is marked up as an organization
whether correct or not. It is because that there are only 4 organizations in the
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Fig. 3. Detailed result for 100 bibliographic entries

test data. 3 of them are marked up incorrectly in the hand mark-up and one is
left unmarked.

Table 4 shows the average value of recall, precision, F-measure and error-rate
for 100 bibliographic entries. It also shows the average result of 5 TCC issues for
comparison. Overall, the system was successfully applied on the new text. The
figure indicates that the performance is 7.57% better in F-measure than that of
TCC.

5 Conclusion

The token identification system described in this paper combines two well-known
language models through unknown words for developing a domain- and language-
independent system. The system has been tested on two data sets without any
changes in the code. The results show that 69.02% of F-measure for TCC and
76.59% for BIB are achieved. Although the performance is not as good as that
obtained from a system which includes language-dependent components, our
system has power to deal with large scope of domain- and language-independent
problem. The performance evaluation is made by accuracy, however, the scope of
the system’s applicability should be taken into account. There is always a trade-
off between this two issues. The more specific the application, the higher accuracy
a system provides. This research emphasizes retargetability and generality. It is
understandable that the system is degraded because of the lack of language

Table 4. Average result for 100 bibliographic entries and 5 TCC issues

Corpus Recall (%) Precision (%) F-measure (%) Error-rate (%)

BIB 72.02 81.78 76.59 16.05
TCC 65.29 73.35 69.02 23.96
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dependence. Experiment results demonstrate that the presented techniques in
this paper perform reasonably well on date and people’s name for TCC and BIB.
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Abstract: As the number and diversity of distributed information
sources on the Internet exponentially increase, it is difficult for the user
to know which databases are appropriate to search. Given database lan-
guage models that describe the content of each database, database se-
lection services can provide assistance in locate relevant databases of
the user's information need. In this paper, we propose a database selec-
tion approach based on statistical language modeling. The basic idea
behind the approach is that, for the databases that are categorized into a
topic hierarchy, individual language models are estimated at different
search stages, and then the databases are ranked by the similarity to the
query according to the estimated language model. Two-stage smoothed
language models are presented to circumvent the inaccuracy due to
word sparseness. Experimental results demonstrate such a language
modeling approach is competitive with current state-of-the-art database
selection approaches.

1 Introduction

The rapid proliferation of online text databases on the Internet has made it difficult for
a user to determine which databases to search for desired information. To reduce net-
work traffic as well as the cost of searching useless databases, the idea of sending the
user query only to potentially useful databases has become more and more attractive
to both users and information science researchers.

Database classification, the techniques to partition multiple, distributed web data-
bases based on their subject contents into a structured hierarchy of topics [1, 9], pro-
vide a useful and efficient way to organize and manage a vase number of web data-
bases. At the same time, it is also helpful to make the task of database selection
simplified.

In this paper, we present a novel database selection approach based on database
classification. The language model explored in this paper is, in practice, a two-stage
database language model which is the combination of a class-based language model
and a term-based language model. For text databases that have been categorized into a



A Language Modeling Approach to Search Distributed Text Databases      197

hierarchical structure of topics, the task of database selection is conceptually decom-
posed into two distinct steps:

(1) First, with a class-based language model, the search only focuses on databases
in confined domains, e.g., a certain specific subject area that a user is inter-
ested in.

(2) Second, selection algorithm computes the likelihood of individual chosen da-
tabases to the query using a term-based language model, and further selects the
best databases for the query.

Obviously, the two-stage language model approach explicitly captures the different
influences of the category-specific search stage and the term-specific search stage on
the optimal settings of selection parameters. Our experimental results reported here
have demonstrated that the exact performance of this two-stage language model is
significantly better than other traditional selection methods such as traditional well-
known df × icf method.

This work is an extension of our previous research [9] which introduces a cluster-
ing method for hierarchically categorizing multiple, distributed web databases. Our
study has the following contributions:

• First, we acquire database models independently according to different search
stages and intentionally keep these models separate.

• Second, we consider general ways of combining different models of a database
by introducing suitable parameters, which can be further individualized and op-
timized for each database.

We believe that such a simple and effective language model as a solid baseline
method opens up the door for further improving the database selection performance.

The paper is organized as follows: in Section 2 we discuss the basic theory of sta-
tistical language modeling approach. Section 3 lays out the two-stage database lan-
guage model and develops the formulas for a simple realization of it. Experimental
methodology and a series of experiments to evaluate our language model are pre-
sented in Section 4 and 5. Finally, conclusion and the contribution of this work are
summarized in Section 6.

2 The Statistical Language Modeling Approach

Due to the relative simplicity and effectiveness of statistical methods that have been
applied successfully in a wide variety of speech and language recognition areas, sta-
tistical language model has recently attracted significant attention as a new alterative
to traditional retrieval models [7, 6]. Firstly, let us take a brief look at the standard
statistical language model.

In automatic speech recognition, language models are capable of assigning a prob-
ability )(WP  to a word string W ( nwwwW 21= ). The probability of the word string

W occurring in English text can be characterized by a set of conditional probabilities
)|( 1

1
−i

i wwP , which can be expressed as a product
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)|()( 1
1

1

−

=
∏= i

n

i
i wwPWP (1)

where )|( 1
1

−i
i wwP  is the probability that iw  will be occurred when all of the previous

words 1
1

−iw ( 121
1

1 −
− = i

i wwww ) are occurred.

The task of a statistical language model is to make it tractable to estimate the prob-
abilities )|( 1

1
−i

i wwP . At present, the dominant technology in language modeling used

is the unigram model, which makes a strong assumption that each word occurs inde-
pendently, and consequently, the probability of a word string becomes the product of
the probabilities of the individual words. Therefore, Equation 1 can be simplified as

)()(
1

∏
=

=
n

i
iwPWP (2)

For a vocabulary of size V, the unigram model is a multinomial, i.e., multinomial dis-
tributions over words in V, which has V-1 independent parameters.

The basic idea of the statistical language modeling approach for database selection
is to view each database S as a language sample and to estimate the conditional prob-
ability )|( SQP , i.e., the probability of generating a query },,,{ 21 NqqqQ = given an

observation of a database S:

)|()|( SqPSQP
i i∏= (3)

The databases are ranked by the probability )|( SQP .

Applying Bayes' rule of probability, the posterior probability of the database S to
the query Q can be written as

)(
)()|(

)|(
QP

SPSQP
QSP = (4)

The P(Q) term represents the probability that query Q is generated  from a docu-
ment-independent language model. Since P(Q) is constant for all databases given a
specific query Q, it does not affect the ranking of the databases and can be ignored for
the purpose of ranking databases. Therefore, Equation 4 can be rewritten as

)()|()|( SPSQPQSP ∝ (5)

As to the P(S) term, it is a query-independent term, which measures the quality of
the databases according to the user's general preference and information needs. In this
work, since a user query probably involves in a variety of topics and we cannot be-
forehand predict its content, the prior term P(S) is assumed to be uniform over all da-
tabases, and so does it not affect database ranking. As a result, in practice, only the

)|( SQP term really has final influence on determining the relevance of the database

to the query.
Just as in the use of language model for speech recognition, one of the most obvi-

ous practical problems in applying statistical language modeling to database selection
is the problem of sparse data, that is, it is possible to assign a probability of zero to a
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database that is missing one or more of the query terms. The data sparseness problem
can be avoided by data smoothing methods which assign non-zero probability to the
missing query terms so as to improve the accuracy and reliability of the models. In the
following section, a brief overview of the smoothed two-stage database language
models for database selection is described as follows.

3 Two-Stage Database Language Models for Database Selection

3.1 Hierarchical Structure of Topics for Text Databases

Firstly, to facilitate the construction of a two-stage database language model, we first
describe a structured hierarchy of topics shown as Figure 1.

Fig. 1. A Small Fraction of the Topic Hierarchical Structure

Formally, we can give some formal definitions for a hierarchical structure of topics
as follows:

Definition 1.  A structured hierarchy of topics is a rooted directed tree which contains
a number of topics (classes), namely, Kccc ,,, 21 , organized into multiple levels and
each node corresponds to a topic.

In general, in such a topic hierarchy, topics are ordered from general broad topics
(high level) to specific and narrow ones (low level). There exist parent-child relation-
ships between two adjacent layers. Each parent class has a set of child classes and
these child classes together cover different aspects of the parent class.

Definition 2.  In each parent-child pair, the weight of the connection between parent
class p

kc  and child class kc  is denoted by 
k

p
k cc

w which represents the degree of their as-

sociation.

The root level

The first level

The second level

The leaf level

Education Computers Science Sports…

Root

…Database Programming …Image Audio

Hardware Software Multimedia…
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Definition 3.  For each topic (class) kc  in the topic hierarchy, it is represented by a

feature space kcF  which is denoted as },,,{ 21 M
c fffF k = , where if  (1  i  M) is a

distinct feature vector in the feature space kcF .
The features are the words that are strongly associated with one specific category

(class). The features have enough discrimination power to distinguish this class from
a set of classes in the hierarchical classification scheme.

Definition 4. Cluster pc  is a parent class that consists of a number of child classes,

},,,{ 21 T
p cccc = , where T is the number of the child classes. 

pcF  is a feature space

of the cluster pc , which is described as },,,{ 21 S
c fffF

p

= , where 
pcF is the feature

space set of all the child classes, namely, T
p cccc FFFF ∪∪∪= 21 .

Definition 5. With a hierarchical classification scheme with categories, Kccc ,,, 21 ,

a database S can be classified into one or more classes, which is denoted by a class set
SC , },,,{ 21

S
K

SSS cccC = . Each class in the class set SC  is a 2-dimension vector

},{ S
i

S
i tc  (1  i  K), where S

it  is the degree of relevance of the database S to class ic .
S
it  can be represented by the posterior probability )|( ScP i  of class ic  to the data-

base S,   whose value is normalized into the range from 0 to 1.
The topic hierarchy and its associated web databases could be used in a database

selection environment as follows: once a user submits a query, the selection system
selects the databases to search in two stages: in the first stage, the system identifies
one or more topics that best matches/match the user's information need, and then the
databases associated with these topics (classes) firstly are chosen. In the second stage,
a term-based database selection algorithm is used to further select the appropriate da-
tabases from those chosen databases based on the degree of relevance of the databases
to the query.

The Smoothed Two-Stage Language Models

The generic language model for the two-stage database selection procedure can be re-
fined by a concrete class-based model )|( CQP for generating the specific subject

classes that best match the query and a concrete term-based model )|( SQP  for gener-

ating the most likely similar databases to the query. Different specifications lead to
different selection formulas. Now, we present the generic two-stage models with data
smoothing methods which consists of two individual models, a smoothed class-based
language model and a smoothed term-based model.

The Smoothed Class-Based Language Model

Given a user query Q, it may be possible to make reasonable predictions of deter-
mining the appropriate topic(s) that the user is interested in by using the feature vec-
tors in the feature space. Let },,,{ 21 M

c fffF k = denotes a feature space of class kc ,

},,,{ 21 NqqqQ = denotes a user query and },,,{ ||21 v
C fffF =  denotes the feature

3.2 

3.2.1 
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vocabulary of all the classes in the topic hierarchy. For a certain topic class kc , the

likelihood function of class kc  to a query is described as follows,

)|()|()|( kc

i iki ik FqPcqPcQP ∏∏ == (6)

where )|( ki cqP is the probability of query term iq  in the feature space of class kc .

Due to computation cost, the feature space kcF  is actually a much small feature set
of fixed size and content. This makes it difficult to distinguish the effects of the
missing query terms in the feature space kcF . To avoid the sparse data problem, we
describe a smoothing technique called the Jelinek-Mercer method (also called linear
interpolation) [3] that combines the probability estimates of several language models
within a unified model that suffers less from the data sparseness problem. The prob-
ability estimates of this linearly interpolated language model will become more reli-
able and more accurate.

In order to capture the common and non-discriminating words in a query, we as-
sume that a query is generated by sampling words from a three-component mixture of
language models with one component being )|( kcqP , and the two others being the

parent-class language model )|( p
kcqP  and the class-corpus language model )|( CqP .

That is,

))|()|()|(()|( 321 CqPcqPcqPcQP i
p
kikiikJK λλλ ++= ∏ (7)

where p
kc  is the parent class of the class kc , and C is the class corpus of the topic hier-

archy; 1λ , 2λ and 3λ are coefficients, which control the influence of each model,

1,,0 321 ≤≤ λλλ  and 1321 =++ λλλ .

Obviously, the class-based language model is effectively smoothed in two steps.

(1) First, it is smoothed with the correlation information about parent-child pairs.
Since the feature space of the parent class p

kc  is the feature space set of all the

child classes (recall Definition 4), the size of the feature space 
p
kcF of the parent

class p
kc  is far larger than that of the feature space kcF . Therefore, such a parent-

class model )|( p
kcqP can help us differentiate the contribution of different miss-

ing query terms in the feature space kcF . In consideration of the associative de-
gree between parent class and child classes, there exists the following relation-
ship between 1λ  and 2λ :

12 λλ
k

p
k cc

w= (8)

where 
k

p
k cc

w is the weight of the connection between parent class p
kc  and child

class kc  (recall Definition 2). Combining this equation with the class model, we

can rewrite Equation 7 as follows,
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)|(])1(1[)|()|()|( 111 CQPwcQPwcQPcQP
k

p
kk

p
k cc

p
kcckkJK λλλ +−++= (9)

))|(])1(1[)|()|(( 111 CqPwcqPwcqP icc

P
kicckii k

p
kk

p
k

λλλ +−++= ∏ (10)

(2) Second, in order to avoid the probability that some query terms may still be miss-
ing in the feature space of the parent class, this class-based language model is
further interpolated with a class-corpus model. The class-corpus model )|( CqP

will give such query term that which did not appear in the above two feature

spaces kcF  and 
p
kcF , a much smaller probability, since the feature space CF is

the feature vocabulary of all the classes in the topic hierarchy. Note that the coef-
ficient 1λ  can be optimized by EM (Estimate Maximization) algorithm [2]. .

Assume that there are u topics ( uccc ,,, 21 ) selected by the class-based language

model, the likelihood probability of the databas associated with the chosen topics
to the query Q can be calculated as

)|()|()|(
1

ScPcQPSQP
u

k
kkJK

=

= (11)

where )|( ScP k is the posterior probability of class kc  for the database S (recall

Definition 5). The database will be ordered by the likelihood probabilities, and
only the top K databases in the ranking list will be chosen as preliminary relevant
databases to the query.

The Smoothed Term-Based Language Model

Once a number of relevant databases are chosen from the category-specific search
stage, the next step is to further refine the search range for search efficiency and ef-
fectiveness. A straightforward method to estimate the probabilities of individual query
terms is the Maximum Likelihood Estimation (MLE) [5]. Our term-based language
model is a unigram language model based on the MLE. Given a user query Q, the
probability )|( SQP of a database S to the query can be expressed as

∏∏ ==
i

t j

i

i iMLEMLE

j
StC

SqC
SqPSQP

)|(

)|(
)|()|( (12)

where )|( SqC i is the frequency occurrence of query term iq  in database S, and

)|(
jt j StC is the sum of the times of all term occurrence in database S. The MLE

assigns the probability of the observed data in the database as high as possible and as-
signs zero probability to the missing data.

For a database with a large number of documents, there are enough data for
)|( SqP iMLE to be robustly estimated. However, the MLE still probably assign zero

probability to the query terms that do not appear in the database. To compensate this
sparse data problem, one approach is to model the term distributions using Dirichlet

3.2.2 



A Language Modeling Approach to Search Distributed Text Databases      203

distributions [4]. With the Dirichlet distribution with parameters αm
(m= },,,{ 21 nmmm ), the )|( SQPMLE can be rewritten as

∏∏ +
+

==
i

t j

ii
ii MLEDP

j
StC

mSqC
SqPDirichletSQP

α
α
)|(

)|(
))|(()|( (13)

where α is a positive scalar; im is the posterior probability of query term iq , which is

denoted as )'|( CqP i . The probability )'|( CqP i  can be estimated based on a collection

language model )'|( CtP . The collection language model )'|( CtP is constructed with a

large amount of training data set C′, which contains the average probability of the
term through a geometric distribution. The model )'|( CtP is used as a reference model

to smooth the probability distribution of query terms. For a term it , )'|( CtP i  is nor-

malized, i.e., 1)'|( =CtP
it i .

Experimental Design

The Data Sets

In order to demonstrate the effectiveness of our modeling techniques, we conduct a
number of experiments to evaluate the selection performance of two-stage database
language models on the Reuter 21578 data set  (Http://www.research.att.com/~lewis
/~reuters21578. html). The Reuters 21578 data set contains 21,450 Reuters news arti-
cles from 1987 with 135 categories. Due to the documents with multiple labels, we
distinguish some labels that tend to subsume other labels as the high level topics and
therefore construct a 3-layer hierarchical structure.

Evaluation Metrics

At the category-specific search stage, we draw the 11 point average precision-recall
curve to compare the selection performance between the JK model and non-
interpolated model without the interpolation of parent class and class corpus. The 11
point average precision-recall (P / R) curve plots the average precision values at each
of the 11 recall points 0, 0.1, 0.2, …, 1.0, where precision P is the ration of the num-
ber of relevant classes to the total number of classes selected, and recall R is the ra-
tion of the number of relevant classes to the total number of relevant classes in the
class set.

 At the term-specific search stage, we use the mean-squared root error metric to
compare the effectiveness of variations of two types of language models (i.e., the
MLE model, the DP model) to the basic language model which is the well-known
vector-space model (VS) with the Cosine function and the famous df × icf formula
[8]. Note that the names of all the models are abbreviated with the two initial letters
(e.g., JK for Jelinek-Mercer smoothing).

4 

4.1 

4.2 
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The mean-squared root error of the collection ranking for a single query is calcu-
lated as:

∈

−⋅=
Ci

ii RO
C

Error 2)(
1

(14)

where: (1) iO  is the position of database iS  in the optimal relevance-based ranking QO

given a query Q.  The optimal ranking QO  is produced based on the following two

criteria:

• The number of relevant topics in the databases. If database iS  has more classes

than database jS
, then iS

 is ranked ahead of jS
. That is, Rank ( iS

, jS
) =

{ iS
, jS

}.

• The number of relevant documents in the databases. If database iS
 has more

documents associated with relevant classes than database jS
, then iS

 is ranked

ahead of jS
. That is, Rank ( iS

, jS
) = { iS

, jS
}.

(2) iR  is the position of database iS  in the selection ranking based on the prob-

ability )|( SQP  obtained from the language model. The database with the largest

value of )|( SQP  is ranked 1, the database with second largest value is ranked 2,

and so on; (3) C is the set of collections being ranked.

     The mean-squared root error metric has the advantage that it is easy to un-
derstand (an optimal result is 0), and it does not require labeling a database ‘rele-
vant' or ‘not relevant' for a particular query.

Experimental Results

In this section, we present experimental results to test the robustness of using the
smoothed two-stage language model for database selection.

The Effects of Various Values of Smoothing Parameters
in Individual Language Models

To examine the effect of the smoothing parameter in each specific smoothing method
on selection effectiveness, we vary the value of the smoothing parameters in a wide
range in order to observe all possible difference in smoothing. In each run, we set the
smoothing parameter the same value to report the average selection performance at
each parameter value. Then, we compare selection performance by plotting the aver-
age precision or mean-squared root error against the variation in these values.

5 

5.1 
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Jelinek-Mercer (JK) Smoothing: In Figure 2, we compare the precision of the JK
model at different settings of the smoothing parameter 1λ  (Recall Equation 10). The

plots in Figure 2 show that the average precisions for different values of 1λ  over

Reuters 21578 data set. It is easily noted that the choice of the appropriate smoothing
parameter 1λ  can have a large impact on selection performance. When 1λ  varies the

range between 0.6~0.8, the results are statistically significant improvement in preci-
sion. We can see that the optimal value of 1λ  is a little high, which suggests that al-
though the parent-class model and the class-corpus model can help smooth the word
sparseness, the basic class model )|( kcqP , in practice, plays a major role in class se-

lection.
Dirichlet Prior (DP) Smoothing: To see the detail change, we experiment with a

wide range of value of the DP smoothing parameter α (recall Equation 13). It is clear
that, from the results in Figure 3, the optimal value of α seems to be set a relative
large value, about between 1000~2000.
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Fig. 2. The Effect of Different Value of the JK   Fig. 3.  The Effect of Different Values of the
coefficient 1λ  on Selection Performance              DP parameter α on Selection Performance

The JK Model vs The Non-interpolated Model

The class-based language model obtained using the JK smoothing method is expected
to perform better than the simple non-interpolated model. In order to prove it, we
compare the precision-recall chart of the JK model with that of the non-interpolated
model. The 11 point precision-recall curves are shown in Figure 4. Note that the fig-
ure for the JK model uses the best choice of the smoothing parameter 1λ ( 1λ =0.7).

Figure 4 clearly shows that on the 11 point precision-recall chart, the JK language
modeling approach achieved better precision at all levels of recall, and most of them
statistically significant, by 7.54% on average respectively. It means that the linear in-
terpolated approach is an attractive way in which the parent-class model and the class-
corpus model help effectively smooth the word sparseness and therefore improve the
selection effectiveness.

5.2 
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The Effects of Different Term-Based Language Models
on Selection Performance

In addition to the vector-space (VS) model whose mean-squared root error we con-
sider to be the evaluation baseline for comparison, two different language models, the
MLE model and the DP model are used in our experiments. The selection perform-
ances of searching a set of distributed databases are shown in Figure 5.

Compared with the behavior of the VS model, the DP model improves selection
performance significantly across the Reuters 21578 data set, but the MLE model per-
forms a little worse. This is understandable that some query terms missed at the data-
base lead to a bad probability estimate for the query.

Note that the results of the DP model are still very competitive when compared
with the performances of two other models, the MLE model and the VS model. As we
see, in all results, the performance of the DP model smoothed with the optimal pa-
rameter value α (α=1000) is statistically better than the best performance of the VS
model. It appears that the DP model is actually a quite robust language model in data-
base selection.
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Fig. 4.  Selection Performance of the JK    Fig. 5.  The effects of different term-based Model
and the Non-interpolated Model                    language models on selection performance

We have presented a novel way of looking at the problem of database selection based
on a two-stage language model that is rooted on the solid foundation of statistical na-
ture language processing. For the databases categorized into a topic hierarchy, instead
of searching them in an ad hoc manner, we intentionally keep the database language
models separated according to individual natures of different search stages.  It makes
our model easy to be understood and be expanded. We also conducted a number of
experiments to prove the effectiveness and robustness of our language model. The ex-
perimental results have demonstrated that this approach holds great promise of im-
proving search performance. Due to the simplicity of our model, we believe that our
model can be easily extended to incorporate with any new language-based techniques
under a general, well-ground framework.

We plan to investigate the following matters in the future work. First, due to time
constraint, our current language models do not incorporate many familiar ideas into

5.3 

Conclusion and Future Works6
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our selection system such as relevant feedback and semantic-based information re-
trieval. It is possible that additional knowledge added to the models will further im-
prove our selection system. For example, using relevant feedback techniques, a user
can provide more meaningful words which facilitate the formation of better queries.
Second, as mentioned previously, we simply take all the words occurring in the data-
bases independent. Such unigram models completely ignore word phrases that are
likely to be beneficial to probability estimate of the query. To compensate the short-
coming, we will consider bigram and possibly trigram models in our general language
model for database selection. Finally, we only employ simple smoothing methods to
our current work. We are planning to explore other more elaborate smoothing meth-
ods to extend our models. It is also possible to further improve selection results.
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Abstract. As the information technology grows interests in the intru-
sion detection system (IDS), which detects unauthorized usage, misuse
by a local user and modification of important data, have been raised. In
the field of anomaly-based IDS several artificial intelligence techniques
are used to model normal behavior. However, there is no perfect de-
tection method so that most of IDSs can detect the limited types of
intrusion and suffers from its false alarms. Combining multiple detectors
can be a good solution for this problem of conventional anomaly detec-
tors. This paper proposes a detection method that combines multiple
detectors using a machine learning technique called decision tree. We
use conventional measures for intrusion detection and modeling methods
appropriate to each measure. System calls, resource usage and file access
events are used to measure user’s behavior and hidden Markov model,
statistical method and rule-base method are used to model these mea-
sures which are combined with decision tree. Experimental results with
real data clearly demonstrate the effectiveness of the proposed method
that has significantly low false-positive error rate against various types
of intrusion.

Keyword: anomaly detection, decision tree, combining detectors

1 Introduction

Today’s high reliance on computers raises concerns about the computer security.
As the damage from security incidents increases, several tools and equipments
become essential to computer systems. Intrusion detection is to find attacks ex-
ploiting illegal uses or misuses. An IDS is software to detect attacks exploiting
illegal uses or misuses and modification of important data by analyzing sys-
tem calls, system logs, activation time, and network packets of each operating
system [1]. Generally, intrusion detection techniques can be divided into two
groups according to the type of data they use: misuse detection and anomaly
detection [2].

Misuse detection has the advantage that known attacks can be detected re-
liably with low false-positive error and economically. The shortcoming is that
it cannot detect unknown attacks. Anomaly detection is better than misuse de-
tection in terms of detecting novel attacks and its low false-negative error rate.

T.D. Gedeon and L.C.C. Fung (Eds.): AI 2003, LNAI 2903, pp. 208–220, 2003.
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However, it suffers from high false-positive error rate because unseen normal
behaviors are considered as attacks. Another drawback of anomaly detection
technique is that the detectable types of intrusion are limited according to the
measures and modeling methods used.

In this paper, to overcome drawbacks of the conventional anomaly detection
techniques, we propose an anomaly-based detection technique that combines
multiple detectors. First of all, we develop four appropriate detection methods
that use system call events, resource usage of process, file access events as the
measure of normal behavior with appropriate modeling methods. Next, we com-
bine these detectors using decision tree. The proposed detection method is ex-
pected better performance because it can model normal behaviors from various
perspectives.

The rest of this paper is organized as follows. In Section 2, we give a brief
overview of the related works. The overall design and detailed description of the
proposed methods are presented in Section 3. Experimental results are shown in
Section 4.

2 Related Works

Various techniques are used for anomaly-based intrusion detection. Expert sys-
tem, statistics, artificial neural network and hidden Markov model (HMM)
are widely used for modeling normal behaviors. The representative studies on
anomaly detection are summarized in Table 1.

Statistics is the most widely used technique, which defines normal behavior
by collecting data relating to the behavior of legitimate users over a period of
time [3]. The representative IDS based on statistics is NIDES (Next-generation
Intrusion Detection Expert Systems), which measures the similarity between
a subject’s long-term behavior and short term behavior for intrusion detec-
tion [8]. The detection rate is high because it can use various types of audit data

Table 1. The representative studies on intrusion detection

ES: Expert System, NN: Neural Network, ST: Statistics, HMM: Hidden
Markov Model

Organization Name Period ES NN ST HMM

AT&T ComputerWatch [4] 1987-1990 X

UCDavis NSM [5] 1989-1995 X
GrIDS [6] 1995- X

SRI International IDES [7] 1983-1992 X
NIDES [8] 1992-1995 X

EMERALD [9] 1996- X

CS Telecom Hyperview [10] 1990-1995 X X

Univ. of New Mexico C. Wrannder et. al [11] 1995 X X

Yonsei Univ. Park and Cho [12] 1999- X
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and detect intrusion based on the previous experimental data. The shortcoming
is that it is not sensitive to some behavior and detectable types of intrusion are
limited.

Hyperview of CS Telecom uses neural network for intrusion detection [10].
It consists of 2 modules: neural network and expert system. The neural network
in Hyperview uses temporal sequence of audit data as inputs and 60 types of
audit data. It has the advantage of easy representation of nonlinear relationship
between input and output. The defects of neural networks are that its computa-
tional load is very heavy and it is difficult to interpret the relationship between
inputs and outputs.

An HMM is useful technique because it is good for modeling system call se-
quences. The representative study is the technique proposed by C. Warender of
New Mexico University [11]. It uses system call audit trails to measure normal
behaviors. While HMM produces better performance in modeling system call
events than other methods, it requires very long time for modeling normal be-
haviors. The solution for this problem might be to improve the performance of
computer system or to reduce the training data. The technique that reduces audit
trails by filtering audit trails from abstracted information around the change of
privilege flows can save the computational costs significantly while maintaining
good performance [12].

3 Proposed Method

Among the intrusion types that frequently occur, buffer overflow, S/W security
error, configuration error and denial of service attacks are prevalent on host. Ac-
cording to the hacking trends in May, June, and July 2002 reported by CERTCC
the majority of attacks occurred is buffer overflow. Recently massive access to
internet raises the issue of denial of service attack. This paper focuses on the
two intrusion types to develop sophisticated detection method.

In this paper, we use common measures for host-based detection system: sys-
tem call event, file system information and resource usage of process. Though
there are several methods for modeling each measure, we select modeling meth-
ods appropriate to each measure considering the relationship between the char-
acteristics of intrusion traces and the power of modeling methods. However,
because each intrusion type leaves anomalies at individual measure, there are
undetectable intrusion types in each measure and modeling method. To over-
come this drawback, it is necessary to remedy shortcomings of each method
through combining multiple detectors. We construct decision tree that combines
multiple measure models and detect intrusions with it . The general architecture
of the proposed method can be seen in Fig 1.

3.1 HMM with System Call Events

Sun Microsystem’s Basic Security Module (BSM) which is auditing facility for
Solaris provides an adequate representation of the behavior of the program be-
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�

Fig. 1. Overall structure of the proposed method

cause any privileged activities that might be generated by a program are cap-
tured by BSM. Usually audit trail from BSM consists of several measures. The
victim process of a certain attack generates system call events that are signifi-
cantly different from events generated at normal situation. Thus, we can detect
intrusions effectively by building the model of system call events from normal
situation and noting significant deviation from the model. In this paper, for mod-
eling system call event sequences, we use HMM that is widely used for speech
recognition because it is very useful for modeling sequence information. HMM
can be successfully applied to modeling system call event sequences [13].

Intrusion detection with HMM consists of two phases: normal behavior mod-
eling and anomaly detection. The first phase is normal behavior modeling, which
is determining HMM parameters to maximize the probability Pr(O | λ) with
which input sequence is generated out of given normal behavior model. Because
no analytic solution is known for it, an iterative method called Baum-Welch
reestimation is used. Anomaly detection, the second phase, matches current be-
havior against the normal behavior model, and calculates the probability with
which it is generated out of the model. Forward-backward procedure is used for
this purpose [14]. The probability is used to decide whether normal or not with
a threshold.

3.2 Statistics with Resource Usage and System Call Events

Most of Unix-based operating systems serve Process Account (PACCT) as audit
data. It provides the resource usage of processes: CPU time, memory usage, I/O
usage, etc. Denial of service attack sharply raises the resource usage of victim
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process. This type of attack can be detected by noting processes that show
unusual resource usage compared with normal behavior using PACCT audit
data.

PACCT audit data is useful to detect DoS attacks. Unfortunately, we cannot
detect attack type that targets resource not recorded to PACCT. For example,
attack that consumes process table leaves no anomalies in PACCT. However,
it unusually generates large amount of system call events. In this case, we can
detect that by noting process that generates unusual number of system call
events.

In this paper, we use statistical technique to model normal resource usage
and the number of system call events. This statistical approach is a modified
method that has used in NIDES. For each audit record generated by user, we
generate a single test statistic value denoted by T that summarizes the degree of
abnormality in the user’s behavior in the near past. Large values of T indicate
abnormal behavior, and values close to zero indicate normal behavior. In the
case of PACCT, the T statistic is a summary judgment of the abnormality of
measures in PACCT. We denote the individual abnormality of measures by S,
each of which measures the degree of abnormality of behavior with respect to
specific features such as CPU time, memory usage and I/O usage. T statistic
has been set equal to the weighted sum of the S statistics as follows:

T = a1s1 + a2s2 + . . . + ansn (1)

where sn is the S score of each measure and an is the weight to each measure.
Each S statistics is derived from a corresponding statistic called Q. In fact,

each S statistic is a normalizing transformation of the Q statistic so that the de-
gree of abnormality for different types of features can be added on a comparable
basis. The value of Q corresponding to the current audit record represents the
number of audit records that are arrived in the recent past. In order to trans-
form Q to S, we have built a normal historical profile of all previous values of Q
and compare the current value of Q with this normal profile to determine if the
current value is anomalous.

Small value of Q indicates a recent past that is similar to historical behavior,
and large values of Q indicates a recent past that is not similar to historical
behavior. Given that k is an index of appropriate audit records, tk is the time
that elapses between the kth and the most recent audit records, r is the decay
rate and Dk is the change that occurs between the (k+1)st and kth appropriate
audit records, Q is defined as follows [15]:

Q
∑
k≥1

Dk × 2−rtk (2)

3.3 Rule-Base with File Access Events

Generally, attacks tend to access files of which the security level is high. For
example, it executes file which has a SETUID privilege to acquire root privilege
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or attempts to read files owned by root to destroy the computer system or obtain
a critical data. Owing to this tendency of abnormal behavior, it is adequately
suspicious behavior for ordinary user to access files which have higher security
level.

The best-known security policy related with file access is the Bell-LaPadula
(BLP) model which has been formulated by Bell and LaPadula [16]. In an access
to some information, there are three primary elements: subject, object and access
attribute. The subject corresponds to user or program, the object corresponds
to files and the access attribute corresponds to the kind of access model: read,
write, execute, etc. In order to determine if a specific access mode is allowed,
the BLP model compares the clearance of a subject with the classification of the
object and determination is made as to whether the subject is authorized for
the specific access mode [17]. The BLP model includes several rules referenced
frequently. One of them is no read up rule, which allows access if the current level
of the subject dominates the level of the object. It prevents user from accessing
information for which they are not allowed to access.

In this paper, we audit file access and evaluate the risk of access event by
analyzing the content of that. The security levels of subject and object are
divided into 4 categories: root, administrator, ordinary user and guests. The
risk of access event is evaluated to one of 21 levels according to the difference
of security levels between subject and object. The access event of which the
difference between two levels is bigger has higher risk. If the level of object is
lower than that of subject the risk is not increased due to the security level
difference. If the access event contains file that allows more operations, it has
higher risk. For example, when the file mode is 755 the access event is riskier
than that of 744.

3.4 Combining Multiple Detectors

In this paper, we have proposed an intrusion detection technique that combines
multiple detectors in order to increase detectable attack types and reduce false-
positive error rate. We use decision tree to combine multiple detectors. Decision
tree is one of the most widely used methods for inductive inference. Constructing
decision tree is to build up tree data structure that predicts the class of a case
in terms of the attribute values of the case. Each node of tree specifies a test of
some attribute of the case and each branch corresponds to one of the possible
values for this attribute. The tree-construction algorithm infers trees by growing
them from the root downward and selecting the next best attribute for each new
branch added to the tree.

We have used Quinlan’s C4.5 which is a well-known decision tree generation
algorithm [18]. C4.5 uses an information-theoretical approach based on the en-
ergy entropy. It builds the decision tree using a divide-and-conquer approach:
select an attribute, divide the training set into subsets characterized by the
possible values of the attribute, and follow the same partitioning procedure re-
cursively with each subset until no subset contains objects from more than one
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class [19]. The single class subsets correspond them to the leaves. The entropy-
based criterion that has been used for the selection of the attribute is called the
gain ratio criterion.

Let T be the set of classes of cases associated at the node. At first, the
frequency of cases in T which belongs to some class Cj is computed. If there is
a class Cj whose frequency is 1 (i.e. all cases belongs to cases) or higher than
some value a leaf node is made with associated class Cj . If there is no class
that has high frequency the information gain of each attribute is calculated. The
information gain is a measure of the effectiveness of an attribute in classifying
the data [20]. The attribute which has maximum information gain is selected.
If the selected attribute is continuous, the tree branches into binary nodes with
a certain threshold. If the selected attribute is discrete, the tree branches for
each possible value of that attribute. Let T ′ one of the sets that are produced by
the test on the selected attribute and the same operation is applied recursively
on each non-empty T ′. If T ′ is empty, the child node is a leaf. The overall process
of tree-construction algorithm is given as follows:

[Step 1] compute class frequency of T
[Step 2] if one or few cases

return a leaf
else create a decision node N

[Step 3] for each attribute A
compute the best attribute A

[Step 4] if A is continuous
find Threshold

[Step 5] for each T’ in the splitting T
if T is Empty

child of N is a leaf
else

child of N = form a tree

An audit data set that contains labeled attacks mixed with normal behavior
is collected for training decision tree. Each of the four detectors evaluates this
data set and the evaluation result constitutes the decision tree training data that
conforms to data format of the decision tree generator. Each record of training
data consists of four continuous real value (evaluation results) and labeled as
two classes: attack and normal. The decision tree generator constructs decision

DT Training
Data
Set

Fig. 2. Constructing the decision tree
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tree and generated tree is used to combine multiple detectors. Overall process
of constucuting decision tree is shown in Fig. 2.

The decision tree is constructed with decision tree training data set as shown
in Fig. 3. 8 rules are generated by decision tree generator since each leaf node
corresponds to one rule. The rules that are more operative (frequently used to
classify items) are given as follows:

(1) IF ((HMM/System Call <= -11.7) AND (Rule-base/File Access > 11))

THEN ATTACK

(2) IF ((HMM/System Call > -11.7) AND (Statistics/Resource Usage <= 6.7))

AND Statistics/System Call <= 10)

THEN NORMAL

(3) IF ((HMM/System Call > -11.7) AND (Statistics/Resource Usage <= 6.7)

AND (Statistics/System Call > 10) AND (Rule Base/File Access <= 4))

THEN ATTACK

(4) IF ((HMM/System Call > -11.7) AND (Statistics/Resource Usage > 6.7)

AND (Rule Base/File Access <= 1))

THEN ATTACK

Rule 1 classifies the process that produces suspicious system call sequences
and accesses risky files as attack. This rule detects most of buffer overflow at-
tacks because it generates abnormal system call event sequences and accesses
files that have SETUID previledge to obtain root privilege. Rule 2 discriminates
most of normal behaviors because it classifies the processes that generate nor-
mal system call sequences and show ordinary resource usage and system call
as normal behavior. Rule 3 and 4 detect denial of service type attacks. Rule 3
classifies as attack processes that show ordinary resource usage and system call
sequences but use large amount of system call such as process table consuming
attack. Rule 4 determines processes that shows unusual resource usage such as
disk and memeory consumption as attack. Both of rules that detect the denial
of services attacks include the ‘smaller than’ condition with the risk of file access
because this type of attack does not require to access the risky files.

4 Experiments

We have collected normal behaviors from six graduate students for 2 weeks using
Solaris 7 operating system. They have mainly used text editor, compiler and
programs of their own writing. Total 13 megabytes (160,448 records) of BSM
audit data and 840 kilobytes of PACCT audit data have been collected from
16,470 commands. We also collect audit data that contain labeled attacks for
testing in the same operating system. It contains 9 cases of u2r buffer overflow
intrusion and 4 cases of denial of services. Audit data for constructing decision
tree have also been collected. It contains 28 cases of labeled attack mixed with
normal behavior. The attacks used in our experiments are as shown in Table 2.

In this paper, the experiments have been conducted in three phases. At first,
we have built behavior profile of normal data and tested the performance of each
detector. Next, we construct decision tree with decision tree training algorithm to
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(4)

(3)

(1)

>6.7

<=-11.7>-11.7

>37 <=37

>11<=11

>10 <=10

HMM/System Call

Statistics/PACCT

Statistics/System Call

Rule Base/File System

Attack

Normal

Statistics/System Call

Attack Normal
Rule Base/File System

Normal Attack

Rule Base/File System

Attack

<=6.7

<=1

<=4>4 (2)

Fig. 3. The constructed decision tree

Table 2. The attacks used in our experiments

Attack Type Attack Name

kcms configure buffer overflow vulnerability
Buffer Overflow lpset -r buffer overflow vulnerability

xlock heap buffer overflow vulnerability

Consumption of Disk
Denial of Service Consumption of Process Table

Consumption of Memory

combine multiple detectors. The performance of combined method is evaluated
with test data set. The overview of the experiment is shown in Fig. 4.

4.1 Performance Metrics

The important metrics in evaluating the performance of IDS are detection rate
and false-positive error rate. We calculate the detection rate as the rate of de-
tected intrusions. Each attack counts as one detection if at least one process
which is used in attack process is evaluated as intrusion. The false-positive error
rate is calculated as the rate of mis-classified processes.

In the experiments, we visualize the performance of detection method through
ROC (Receiver Operating Characteristics) curve. An ROC curve depicts the
changes in attack detection rate and false-positive error rate as modifiable pa-
rameter is changed. In this paper, evaluation threshold is used as a modifiable
parameter. A desirable intrusion detection system must show a high detection



Combining Multiple Host-Based Detectors Using Decision Tree 217

Normal
Data
Set

Normal
Behavior
Profile

Build Normal
Profile

DT Training
Data
Set

Test
Data
Set

Construct DT       DT

Test ALRAMIntrusion
Detection

Contructing DT

Building
Normal Profile

Fig. 4. Overview of the experiment

rate at low false-positive error rate. In ROC curve, top-left curve is more desir-
able.

We use discriminability to measure numerically the performance of a detec-
tion method and efficiency to compare integration methods with others. The
discriminability is a measure of the average intensity difference perceived by an
observer between samples including the signal and samples not including a signal.
It has higher value at high detection rate and low false-positive error rate [21].
Generally, it has been noted as d′ and defined as follows:

d′ = z(H)− z(F ) (3)

where z is the inverse of the normal distribution function, H is detection rate
and F is false-positive error rate.

4.2 Experimental Results

At first, we have conducted experiments without the integration of detection
methods in order to identify the characteristics of each method and find opti-
mal parameters of each method. The experimental result of individual detection
methods does not show good performance owing to the characteristics of mea-
sure and modeling methods. We have compared the detection methods with the
best parameters: The number of states is 3 and the length of input sequence is
8 in HMM and the weight ratio to resource usage is 2:1:2 (CPU time: memory
usage: I/O usage). The false-positive error rate has been sharply raised after
a certain degree of detection rate as shown in Fig. 5.

The experiment with the proposed method using the constructed decision
tree is conducted using the test data set with the parameters of each method that
show the best performance in the preliminary experiments. We have compared
false-positive error rate and discriminability of each method at 100% detection
rate as shown in Table 3. The result shows the combined detection method
dramatically reduces the false-positive error rate.
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Table 3. A comparison of each detection method

Method Detection rate F-P error rate d’

HMM/System Call Event 100% 99.177% 1.866
Statistics/Resource Usage 100% 80.658% 3.400

Statistics/System Call Event 100% 99.177% 1.866
Rule base/File Access Event 100% 88.477% 3.066

Combining with Decision Tree 100% 0.412% 5.733

5 Conclusions and Future Work

In this paper, we have presented effective modeling methods for three audit data
and proposed a novel intrusion detection technique that integrates the detection
methods. The proposed method uses multiple measure and modeling methods
and combines the results of individual detectors using decision tree to overcome
the drawbacks of the conventional anomaly detection techniques.

We evaluate the performance of each detection method and compare the
results with proposed method. The proposed method shows 0.412% false-positive
error rate at 100% detection rate whereas the other methods show more than
80% false-positive error rate at the same detection rate. It indicates that we can
overcome the drawbacks by integrating several methods.

Decision tree has the advantage that the user can intuitively and visually
understand rules which are generated by decision tree that combines multiple
detectors autonomously. In the future, it is needed to perform experiments with
larger data set such as the data set of DARPA Intrusion Detection System
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Evaluation program for more accurate evaluation of the proposed method. In
addition, it is also needed to consider the computaional cost for using multiple
models.
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Abstract. There are many methods for finding association rules in very
large data. However it is well known that most general association rule
discovery methods find too many rules, many of which are uninteresting
rules. Furthermore, the performances of many such algorithms deterio-
rate when the minimum support is low. They fail to find many interesting
rules even when support is low, particularly in the case of significantly
unbalanced classes. In this paper we present an algorithm which finds
association rules based on a set of new interestingness criteria. The algo-
rithm is applied to a real-world health data set and successfully identifies
groups of patients with high risk of adverse reaction to certain drugs.
A statistically guided method of selecting appropriate features has also
been developed. Initial results have shown that the proposed algorithm
can find interesting patterns from data sets with unbalanced class dis-
tributions without performance loss.

Keywords: knowledge discovery and data mining, association rules,
record linkage, administrative data, adverse drug reaction

1 Introduction

The aim of association rule mining is to detect interesting associations between
items in a database. It was initially proposed in the context of market basket
analysis in transaction databases, and has been extended to solve many other
problems such as the classification problem. Association rules for the purpose of
classification are often referred to as predictive association rules. Usually, pre-
dictive association rules are based on relational databases and the consequences
of rules are a pre-specified column, called the class attribute.

One of the problems with conventional algorithms for mining predictive asso-
ciation rules is that the number of association rules found is too large to handle,
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even after smart pruning. A new algorithm, which mines only the optimal class
association rule set, has been developed by one of the authors [9] to solve this
problem.

A second problem with general predictive association rule algorithms is that
many interesting association rules are missed even if the minimum support is
set very low. This is particularly a problem when a dataset has very unbalanced
class distributions, as is typically the case in many real world datasets.

This paper addresses the problem of finding interesting predictive associa-
tion rules in datasets with unbalanced class distributions. We propose two new
interestingness measures for the optimal association rule algorithm developed
earlier and use them to find all interesting association rules in a health dataset
containing classes which are very small compared to the population.

In collaboration with the Commonwealth Department of Health and Ageing
and Queensland Health, CSIRO Data Mining has created a unique cleaned and
linked administrative health dataset bringing together State hospital morbidity
data and Commonwealth Medicare Benefits Scheme (MBS) and Pharmaceutical
Benefits Scheme (PBS) data. The Queensland Linked Data Set (QLDS) links
de-identified, administrative, unit-level data, allowing de-identified patients to
be tracked through episodes of care as evidenced by their MBS, PBS and Hospi-
tal records [16]. The availability of population-based administrative health data
set, such as QLDS, offers a unique opportunity to detect common and rare ad-
verse reactions early. This also presents challenges in developing new methods,
which detect adverse drug reactions directly from such administrative data since
conventional methods for detecting adverse drug reactions work only on data
from spontaneous reporting systems, or carefully designed case-control stud-
ies [2, 5, 11].

This paper presents an association algorithm which uses QLDS to identify
groups with high risk of adverse drug reaction. Section 2 describes an algorithm
for mining interesting class association rule sets. Section 3 presents a method
of feature selection based on statistical analysis. In Section 4 we give a brief
description of QLDS and the features selected. Results from mining the optimal
class association rule set are then presented in Section 5. Section 6 concludes the
paper with a summary of contributions and future work.

2 Interesting Association Rule Discovery

Association rule mining finds interesting patterns and associations among pat-
terns. It is a major research topic in data mining since rules are easy to interpret
and understand. However, general association rule discovery methods usually
generate too many rules including a lot of uninteresting rules. In addition, most
algorithms are inefficient when the minimum support is low. In this section, we
propose two new interestingness criteria which overcome problems of existing
approaches and can be used in finding interesting patterns in data sets with
very unbalanced class distributions.
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2.1 Interestingness Criterion Selection

We first introduce the notation used in this paper.
A set of attributes is {A1, A2, . . . , Am, C}. Each attribute can take a value from
a discrete set of values. For example, Ai ∈ {ai1 , ai2 , . . . , aip}. C is a special
attribute which contains a set of categories, called classes. A record is T ∈
A1 × A2 × . . . × Am × C, and a set of records from a data set is denoted by
D = {T1, T2, . . . , Tn}. A pattern is a subset of a record, P ⊂ D. The support of
a pattern P is the ratio of the number of records containing P to the number
of all records in D, denoted by sup(P ). A rule is in the form of P ⇒ c. The
support of the rule is sup(P ∪ c) 1. The confidence of the rule is defined as
conf(P ⇒ c) = sup(Pc)/sup(P ).

If a data set has very unbalanced class distributions many existing interest-
ingness criteria are unable to capture interesting information from the data set.
In the following we will use a two-class example to demonstrate this. Assume
that sup(c1) = 0.99 and sup(c2) = 0.01. Note that ¬c1 = c2 since there are only
two classes.

One of the mostly used interestingness criteria is support. A minimum sup-
port of 0.01 is too small for class c1, but too large for class c2. Another such
criterion is confidence, which can be written for class c2 as conf(P ⇒ c2) =

sup(Pc2)
sup(Pc1)+sup(Pc2)

. We can see that any noise in class c1 will have a significant
impact on class c2, e.g. causing sup(Pc1) ∼ sup(Pc2). As a result, we can hardly
find any high confidence rules in the smaller class, c2. Similarly, gain [6] suffers
the same problem as confidence.

Other alternatives can be similarly evaluated. For example, conviction [3],
defined as conviction(P ⇒ c) = sup(P )sup(¬c)

sup(P¬c) , measures deviations from the
independence by considering outside negation. It has been used for finding in-
teresting rules in census data. A rule is interesting when conviction is far greater
than 1. The conviction for class c2 in our example is written as conviction(P ⇒
c2) = sup(P )sup(c1)

sup(Pc1)
. Since sup(c1) ≈ 1, we have sup(Pc1) ≈ sup(P ). As a result,

conviction(P ⇒ c2) ≈ 1. This means we will not find any interesting rules in the
small class using the conviction metric.

On the other hand, we can prove that lift [15], interest [3], strength [4]) or the
p-s metric [12] all favour rules in small classes. Here we use lift to show this. The
metric lift is defined by lift(P ⇒ c) = sup(Pc)

sup(P )sup(c) . A rule is interesting if its lift

is far greater than 1. For large class c1 we have lift(P ⇒ c1) = sup(Pc1)
sup(P )sup(c1)

≈ 1
since sup(c1) ≈ 1. As a result, we can hardly find any high lift rules from the
large class using the lift metric.

A statistical metric is fair for rules from both large and small classes. One
such statistical metric is the odds-ratio, which is defined as Odds-Ratio(P ⇒
c) = sup(Pc)sup(¬P¬c)

sup((¬P )c)sup(P¬c) . However, odds-ratio does not capture the interesting
rules we are looking for. We show this with the following examples.
1 For convenience, we abbreviate P ∪ c as Pc in the rest of the paper.
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Notation
P ¬P

c1 sup(Pc1) sup(¬Pc1)
c2 sup(Pc2) sup(¬Pc2)

Example 1
P ¬P

c1 0.297 0.693
c2 0.006 0.004

Example 2
P ¬P

c1 0.792 0.198
c2 0.0095 0.0005

In Example 1, the probability of pattern P occurring in class c2 is 0.6, which is
twice as that in class c1. In Example 2, the probability of pattern P occurring in
class c2 is 0.95, which is only 1.19 times of that in class c1. Hence rule P ⇒ c2 is
more interesting in Example 1 than in Example 2. However, odds-ratio(A⇒ c2)
is 3.5 in Example 1 and 4.75 in Example 2 and this leads to miss the interesting
rule in Example 1.

To have an interestingness criterion that is fair for all classes regardless of
their distributions, we propose the following two metrics.

– Local support, defined in Equation 1:

lsup(P ⇒ c) = sup(Pc)/sup(c) (1)

When we use local support, the minimum support value will vary according
to class distributions. For example, a local support value of 0.1 means 0.099
support in class c1 and 0.001 in class c2.

– Exclusiveness, defined in Equation 2:

excl(P ⇒ ci) =
lsup(P ⇒ ci)∑|C|
j lsup(P ⇒ cj)

(2)

Such a metric is normalised ([0, 1]) and fair for all classes. If pattern P occurs
only in class ci, the exclusiveness will reach one, which is the maximum value.

We now discuss the practical meaning of the exclusiveness metric. From the
formula, it can be seen that it is a normalised lift, i.e.,

excl(P ⇒ ci) =
lift(P ⇒ ci)∑|C|
j lift(P ⇒ cj)

(3)

The term lift(P ⇒ ci) is the ratio of the probability of P occurring in class ci

to the probability of P occurring in data set D. Hence the higher the lift, the
more strongly P is associated with class ci. However as discussed above, lift(P ⇒
ci) ≈ 1 when sup(ci) ≈ 1. As a result, it is difficult to get a uniform minimum lift
cutoff for all classes. From Equation 2, it can be seen that |C| × excl(P ⇒ ci) is
the ratio of the lift of P in Class ci to the average lift P in all classes. Therefore,
it is possible to set a uniform exclusiveness cutoff value for all classes regardless
of their distributions. More importantly, the metric exclusiveness reveals extra
information that lift fails to identify. For example, if we have three classes c1, c2
and c3, and sup(c1) = 0.98, sup(c2) = 0.01 and sup(c3) = 0.01, it is possible that
we have a pattern P such that both lift(P ⇒ c2) and lift(P ⇒ c3) are very high.
However, exclusiveness will not be high for either class since P is not exclusive
to any single class.

The above two metrics (local support and exclusiveness) and lift are used in
our application for identifying groups of high risk to adverse drug reactions.
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2.2 Efficient Interesting Rule Discovery

There are many association rule discovery algorithms such as the classic Apriori
[1]. Other algorithms are faster, including [7, 14, 17], but gain speed at the
expense of memory. In many real world applications an association rule discovery
method fails because it runs out of memory, and hence Apriori remains very
competitive. In this application, we do not use any association rule discovery
algorithm since it is not necessary to generate all association rules for interesting
rule discovery.

In the following, we first briefly review definitions of a general algorithm for
discovering interesting rule sets and informative rule sets [8, 10], and then argue
that the algorithm fits well with our application.

Given two rules A ⇒ c and AB ⇒ c, we call the latter more specific than
the former or the former more general than the latter. Based on this concept,
we have the following definition.

Definition 1. A rule set is an informative rule set if it satisfies the following two
conditions: 1) it contains all rules that satisfy the minimum support requirement;
and 2) it excludes all more specific rules with a confidence no greater than that
of any of its more general rules.

A more specific rule covers a subset of records that are covered by one of
its more general rules. In other words, a more specific rule has more conditions
but explains less cases than any of its more general rules. Hence we only need
a more specific rule when it is more interesting than all of its more general rules.
Formally, P ⇒ c is interesting only if for all P ′ ⊂ P Interestingness(P ⇒ c) >
Interestingness(P ′ ⇒ c). Here Interestingness stands for an interestingness
metric. In the current application we use local support, lift and exclusiveness
as our metrics. Local support is used to vary the minimum support among
unbalanced classes to avoid generating too many rules in one class and too few
rules in another class. Lift is used to consider rules in a single small class, and
exclusiveness is used for comparing interesting rules among classes. We prove in
the following that using the informative rule set does not miss any interesting
rules instead of the association rule set.

Lemma 1. All rules excluded by the informative rule set are uninteresting by
the lift and exclusiveness metrics.

Proof. In this proof we use AB ⇒ c to stand for a more specific rule of rule
A ⇒ c. AB ⇒ c is excluded from the informative rule set because we have
conf(AB ⇒ c) ≤ conf(A⇒ c).

We first prove that the lemma holds for lift. We have
lift(A⇒ c) = sup(Ac)

sup(A)sup(c) = conf(A⇒c)
sup(c) ≥ conf(AB⇒c)

sup(c) = lift(AB ⇒ c)
As a result, rule AB ⇒ c is uninteresting according to the lift criterion.

For the exclusiveness, we first consider a two-class case, c and ¬c. We have
conf(A⇒ ¬c) = 1 − conf(A⇒ c). Since conf(AB ⇒ c) ≤ conf(A ⇒ c), we have
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conf(AB ⇒ ¬c) ≥ conf(A ⇒ ¬c). Further we have lift(AB ⇒ c) ≤ lift(A ⇒ c),
lift(AB ⇒ ¬c) ≥ lift(A⇒ ¬c) and therefore

excl(A⇒ c) = lift(A⇒c)

lift(A⇒c)+lift(A⇒¬c)
≥ lift(A⇒c)

lift(A⇒c)+lift(AB⇒¬c)

≥ lift(AB⇒c)

lift(AB⇒c)+lift(AB⇒¬c)
= excl(A⇒ c)

Hence, AB ⇒ c is uninteresting according to the exclusiveness metric.
For more than two classes, we do not provide a direct proof. Instead we

have the following rational analysis. Let ci be any class.
∑|C|

j conf(A ⇒ cj) =∑|C|
j conf(AB ⇒ cj) = 1, When conf(AB ⇒ ci) ≤ conf(A ⇒ ci), we must have

at least one class cj such that conf(AB ⇒ cj) ≥ conf(A⇒ cj). Further, we have
lift(AB ⇒ ci) ≤ lift(A ⇒ ci) and lift(AB ⇒ cj) ≥ lift(A ⇒ cj). As a result,
pattern AB is more interesting in class cj than in class ci, and rule AB ⇒ ci is
uninteresting by exclusiveness.

Thus we can use the informative rule set instead of the association rule set
for interesting rule discovery.

The advantages of using the informative rule set are listed as following.
Firstly, the informative rule set is much smaller than the association rule set
when the minimum support is small. Secondly, the informative rule set can be
generated more efficiently than an association rule set. Thirdly, this efficiency
improvement does not require additional memory, and actually the informative
(IR) rule set generation algorithm [8, 10] uses less memory than Apriori.

The IR algorithm was initially implemented on transactional data sets where
there are no pre-specified classes. Optimal Class Association Rule set generator
(OCAR)[9] is a variant of the IR algorithm on relational data sets for classifi-
cation. Since a relational data set is far denser than a transactional data set,
OCAR is significantly more efficient than Apriori.

In our application we used a modified OCAR, which uses the exclusiveness
as the interestingness metric instead of the estimated accuracy as used in the
original OCAR.

Rule discovery requires appropriate features to find significant rules. Feature
selection is therefore discussed in the next section.

3 Feature Selection Method

We use statistical methods such as bivariate analysis and logistic regression to
identify the most discriminating features associated with patient classes.

3.1 Bivariate Analysis

Assume that the dependent variable represents a yes/no binary outcome, e.g.,
having the disease or not having the disease, an m × 2 frequency table (Ta-
ble 1) can be used to illustrate the calculation of the χ2 value for a categorical
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Table 1. The m× 2 frequency table. Here the row total, Ri, and the column
total, Cj are the sums of all cells in a row and column respectively, i.e., Ri =
ni1 + ni2 and Cj =

∑m
i=1 nij

Independent Variable Dependent Variable
level Yes No Row Total

1 n11 n12 R1
2 n21 n22 R2
3 n31 n32 R3

.

.

.
.
.
.

.

.

.
.
.
.

m nm1 nm2 Rm

Column Total C1 C2

independent variable with m levels. Specifically, we have

χ2 =
m∑

i=1

[
(ni1 − Ei1)2

Ei1
+

(ni2 − Ei2)2

Ei2
] (4)

where Eij is the expected count in cell ij, which is equal to CjRi/N , i = 1, · · · ,m
and j = 1, 2. The term, N , refers to the total number of counts.

The calculated χ2 value for each independent variable can be compared with
a critical (or cut-off) χ2 value for m−1 degrees of freedom at a required p value.
The value p denotes the degree of confidence with which to test the association.
For example, a p value of 0.01 indicates that the association will be tested at the
99% confidence. If the calculated χ2 value is larger than the cut-off value, it can
be concluded that the independent variable is associated with the dependent
variable in the study population. Otherwise, the independent variable is not
related to the dependent variable and will not be selected as a feature.

Similarly if the independent variable is continuous, the t value can be used
to test for correlation between the dependent and independent variables. Since
our class association rule discovery algorithm only takes categorical variables,
calculation details of the t value are skipped.

3.2 Logistic Regression

An alternative multivariate statistical method is logistic regression. A logistic
regression model can be written as the following equation:

ln(
p

1− p
) = α + β1x1 + β2x2 + · · ·+ βnxn (5)

where p is the probability, at which one of the binary outcomes occurs (e.g., the
probability of having the disease), α is the intercept, and βi is the coefficient of
the independent variable xi. The coefficient, βi, can be transformed into a more
meaningful measure, the odds ratio (OR), by the following formula:

ORi = eβi (6)
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Odds ratios can be used to infer the direction and magnitude of the effects of the
independent variables on the probability of the outcome. An odds ratio greater
than 1 indicates that the probability of the outcome (e.g., having the disease)
will increase when a continuous independent variable increases a unit in its value
or when a specific group of a categorical independent variable is compared to
its reference group. For example, if the dependent variable is the probability of
having migraine, the independent variable is gender, and male is used as the
reference group, an odds ratio of 2.0 then implies that females are 2.0 times
more likely to have migraine than males. As a result, only independent variables
with odd ratio values much larger or smaller than 1 will be selected as important
features.

4 Data

The Queensland Linked Data Set [16] has been made available under an agree-
ment between Queensland Health and the Commonwealth Department of Health
and Ageing (DoHA). The data set links de-identified patient level hospital sep-
aration data (1 July 1995 to 30 June 1999), Medicare Benefits Scheme (MBS)
data, and Pharmaceutical Benefits Scheme (PBS) data (1 January 1995 to 31
December 1999) in Queensland.

Each record in the hospital data corresponds to one inpatient episode. Each
record in MBS corresponds to one MBS service for one patient. Similarly, each
record in PBS corresponds to one prescription service for one patient. As a result,
each patient may have more than one hospital, or MBS or PBS record.

4.1 Selection of Study Population

PBS data in QLDS contain mostly prescription claims for concessional or repa-
triate cardholders. There are a total of 733,335 individuals in PBS and 683,358
of them appear as always concessional or repatriate during our five year study
period. This represents 93% of all individuals in PBS. Since the drug usage his-
tory of these 683,358 individuals is covered more completely in PBS, a subset of
them is chosen as our study population, i.e, those who take a particular type of
drug.

The adverse drug reaction to be investigated in this study is angioedema
associated with the use of ACE inhibitors [13]. This is a known adverse reaction
and the aim of this investigation is to confirm its existence from administrative
health data using the proposed algorithm. Drugs are identified in PBS using the
WHO codes, which are based on the Anatomical and Therapeutic Classification
(ATC) system. Adverse events are identified in hospital data using principal
diagnosis codes. Table 2 shows the number of ACE inhibitor users split into
two classes, those having and not having angioedema. It can be seen that the
distribution of the two classes is very unbalanced and Class 1 is only 0.088%
of the whole study population. However, this is the class we are interested in
characterising. Section 2 has already described how to find rules to characterise
such an under-represented class.
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Table 2. Study population split into two classes

Angioedema
Yes No

(Class 1) (Class 0) Total

Counts 116 131,184 132,00
Percentage 0.088 99.912 100

4.2 Feature Selection

The aim of the feature selection process is to select those variables which are
strongly associated with the dependent variable, based on statistical analysis
described in Section 3. For our particular study the dependent variable is the
probability of having angioedema for ACE inhibitor users.

From the hospital data we initially extract variables, such as age, gender,
indigenous status, postcode, the total number of bed days, and 8 hospital flags.
The last two variables are used to measure the health status of each patient.
From the PBS data, 15 variables (the total number of scripts of ACE inhibitors
and 14 ATC level-1 drug flags) are initially extracted. The variable “total number
of scripts” can be used to indicate how long an individual has been taking ACE
inhibitors. The ATC level-1 drug flags are used to investigate adverse reactions
caused by possible interactions between ACE inhibitors and other drugs.

Using the feature selection method described in Section 3, the 15 most dis-
criminating features are selected. These features include age, gender, hospital
flags, and flags for exposure to other drugs. The optimal class association rule
discovery algorithm then run on the extracted data.

5 Results

The interesting association rule discovery algorithm described in Section 2 is
applied to the data set with 132,000 records. There are several input parameters
to the algorithm. Two of them are the minimum local support and the maximum
length (number of variables used in each rule). In our tests we set the minimum
local support to 0.05 and the maximum length to 6. The rules (thousands) are
sorted by their value of interestingness in descending order. Only the top few
rules with highest interestingness values are described here for verbosity. The
top three rules and their characteristics are shown in Table 3.

Rule 1
– Gender = Female
– Age ≥ 60
– Took genito urinary system and sex hormone drugs = Yes
– Took Antineoplastic and immunimodulating agent drugs = Yes
– Took musculo-skeletal system drugs = Yes

Rule 2
– Gender = Female
– Had circulatory disease = Yes
– Took systemic hormonal preparation drugs = Yes
– Took musculo-skeletal system drugs = Yes
– Took various other drugs = Yes
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Rule 3
– Gender = Female
– Had circulatory disease = Yes
– Had respiratory disease = Yes
– Took systemic hormonal preparation drugs = Yes
– Took various other drugs = Yes

For example, the group identified by Rule 1 has a lift value of 5.14 for Class 1.
This indicates that individuals identified by this rule are 5.14 times more likely
to have angioedema than the average ACE inhibitor users.

Figure 1 provides graphic presentation of Rule 1 in terms of a probability tree.
According to the probability tree, female ACE inhibitor users are 1.12 times more
likely to have angioedema than the average ACE inhibitor users. For female ACE
inhibitor users aged 60 years or older, the likelihood increases to 1.14. As the
tree goes further down, i.e., females aged 60 years or older who have also taken
genito urinary system and sex hormone drugs, the likelihood increases further to
1.61. If individuals who have all the characteristics mentioned above and have
also used antineoplastic and immunimodulating agent drugs, the likelihood goes
up to 4.21 times of the average ACE inhibitor users. Finally, in addition to all
the above mentioned characteristics, the factor of exposure to musculo-skeletal
system drugs, raises the risk factor of having angioedema up to 5.14 times of the
average ACE inhibitor users.

6 Discussion and Conclusions

We have developed an algorithm for mining optimal class association rule sets
and have applied the algorithm to a very unbalanced data set to identify groups
with high risks of having adverse drug reactions. A feature selection method
based on statistical analysis has also been developed to select appropriate fea-
tures for our data mining algorithm.

Results from testing the association of angioedema with usage of ACE in-
hibitors have identified groups that are, on average, 4 to 5 times more likely to
have an adverse reaction (angioedema) than the average ACE inhibitor users. We
note that while the data mining approach has successfully identified key areas
in the data worthy of exploration and explanation, conclusions relating to the
suitability of ACE inhibitor usage for particular populations need to be further
investigated and confirmed by medical specialists, or existing medical studies.

Table 3. Characteristics of groups identified by Rules 1 to 3

Rule 1 Rule 2 Rule 3

Number of patients in the group 1,549 1,629 1,999
Percentage of this group 1.17 1.23 1.51
Number of patients in Class 0 1,542 1,622 1,991
Number of patients in Class 1 7 7 8
Local support in Class 1 6.03% 6.03% 6.90%
Interestingness 0.838 0.831 0.820
Lift of Class 1 5.14 4.89 4.55
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[55.6 62.1 1.12]
Female

Gender

Male
[44.4 37.9 0.85]

Age Group

[42.4 48.3 1.14]
60+

[13.2 13.8 1.05]
59−

P.Genito urinary system and sex hormones

[18.2 29.3 1.61]
Yes

[24.2 19.0 0.78]
No

P.Antineoplastic and immunimodulating agents

Yes
[1.2 6.0 5.14]

No
[0.3 0.0 0.0]

P.Musculo−skeletal system

No
[16.7 23.3 1.39]

Yes
[1.4 6.0 4.21] [sup(A)(%) lsup(A=>C)(%) lift(A=>C)]

Fig. 1. Probability tree of Rule 1

This study has focused on analysing a known adverse reaction to confirm the
approach. The more challenging task of identifying unknown adverse reactions
from administrative health data like QLDS is ongoing.
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Abstract. Efficient mining of frequent patterns from large databases
has been an active area of research since it is the most expensive step in
association rules mining. In this paper, we present an algorithm for
finding complete frequent patterns from very large dense datasets in a
cluster environment. The data needs to be distributed to the nodes of the
cluster only once and the mining can be performed in parallel many
times with different parameter settings for minimum support. The
algorithm is based on a master-slave scheme where a coordinator
controls the data parallel programs running on a number of nodes of the
cluster. The parallel program was executed on a cluster of Alpha SMPs.
The performance of the algorithm was studied on small and large dense
datasets. We report the results of the experiments that show both speed
up and scale up of our algorithm along with our conclusions and
pointers for further work.

1 Introduction

Discovering Association Rules from large databases has been a topic of considerable
research interest for nearly a decade. Most of the research effort has focused on the
computationally expensive step of mining frequent patterns that satisfy support
constraints specified by users. Though the problem is intractable in the worst case,
efficient mining algorithms have been developed for many practical data sets like
typical market basket data. However, several datasets of current interest such as DNA
sequences, proteins and sales transactions with large time windows contain dense data
with long patterns and they significantly slow down the current algorithms. The
amount of processing time for dense data also increases almost exponentially as the
support level of frequent patterns is reduced. Performing the mining tasks in parallel
appears to be a logical and inexpensive way of extending the range of data that can be
mined efficiently.

Zaki [1] has presented an excellent survey of parallel mining of association rules,
though there has been relatively less work in this area so far. Parallel association
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mining algorithms have been developed for distributed memory, shared memory and
hierarchical systems. Most of them are in fact extensions of sequential algorithms. For
example, Count Distribution is based on Apriori, ParEclat on Eclat, and APM on DIC.
Recent progress in parallel computing using clusters of PCs and workstations
provides an alternative to the more expensive conventional parallel processors [2].
Besides the lower cost, a cluster may be chosen for other advantages such as
performance, development tools, communication bandwidth, integration (clusters are
easier to integrate into existing networks), price/performance and scaling (clusters can
be easily enlarged). Research on parallel data mining using clusters, while not new, is
quite limited. The previous work on the use of clusters for association rule mining has
studied mainly the scale up and speed up of Apriori based algorithms [3].

Han et al, proposed the pattern-growth approach for mining frequent patterns in [4]
as a better alternative to Apriori like algorithms. We improved the pattern-growth
approach by using a compact data representation [5]. Our algorithm is significantly
more efficient than FP-Growth [4], and scales up for very large datasets. It is an
interesting challenge to develop a parallel pattern growth algorithm using our compact
data representation on the shared nothing nodes of a cluster of workstations.

In this paper, we present such an algorithm for mining frequent patterns. We have
developed a data distribution scheme that supports flexible interactive mining while
minimizing the data transfer. The transaction database is partitioned by projections
suitable for parallel mining described later. Each projection is stored on the local disk
of a node in the cluster. The projections are distributed in a round-robin fashion to
balance the load on the nodes during mining. However, the size of individual
projections will vary depending on the data characteristics of a given transaction
database. The total number of projections corresponds to the number of different
items present in the database. As the number of nodes is usually much smaller than
the number of projections, several projections are stored at each node. The data is
distributed only once, but mining can be carried out as many times as required using
different minimum support levels and other relevant parameters. The projections at
each node of the cluster are mined independently. The mining algorithm uses the
compact prefix tree representation originally described in [5] for storing data in
memory. The details of data distribution and the mining algorithm are given in later
sections.

The performance of our algorithm was studied in two stages. First, the algorithm
that executes at each node was compared against other significant sequential
algorithms including OpportuneProject (OP) [6], FP-Growth [4] and the best available
implementation of Apriori [7], using a number of widely used dense test datasets.
Then the performance of parallel execution of our algorithm was studied on the same
data sets at lower support levels. This approach is justified since mining is a highly
computation intensive process at low support levels on dense datasets. The scalability
of the algorithm was further tested using very large dense datasets generated with the
synthetic data generator [8]. These datasets had characteristics similar to Connect-4,
which is a widely used small dense dataset. The performance results indicate that our
algorithm is faster than other significant algorithms on dense datasets and is scalable
to very large dense datasets.

The structure of the rest of this paper is as follows: In Section 2, we define relevant
terms used in association rules mining, discuss the density measure and present the



Efficiently Mining Frequent Patterns from Dense Datasets      235

compact transaction tree. In Section 3, we present the data distribution scheme and the
parallel algorithm. The experimental results on various datasets are presented in
Section 4. Section 5 contains conclusions and pointers for further work.

2 Preliminaries

In this section, we define the terms used for describing association rule mining,
discuss a simple density measure for datasets and describe the compact transaction
tree used for grouping transactions with common subsets of items.

2.1 Definition of Terms

We give the basic terms needed for describing association rules using the formalism
of [9]. Let I={i1,i2,…,in} be a set of items, and D be a set of transactions, where a
transaction T is a subset of I (T ⊆ I). Each transaction is identified by a TID. An
association rule is an expression of the form X  Y, where X ⊂ I, Y ⊂ I and X ∩ Y =
∅.  Note that each of X and Y is a set of one or more items and the quantity of each
item is not considered. X is referred to as the body of the rule and Y as the head. An
example of association rule is the statement that 80% of transactions that purchase A
also purchase B and 10% of all transactions contain both of them. Here, 10% is the
support of the itemset {A, B} and 80% is the confidence of the rule A  B. An
itemset is called a large itemset or frequent itemset if its support  support threshold
specified by the user, otherwise the itemset is small or not frequent. An association
with the confidence  confidence threshold is considered as a valid association rule.

2.2 A Simple Density Measure for Datasets

As mentioned in [9], the transactions in the database could be represented by a binary
table as shown in Fig. 1. Counting the support for an item is the same as counting the
number of 1s for that item in all the transactions. If a dataset contains more 1s than 0s,
it can be considered as a dense dataset, otherwise, it is a sparse dataset. In this paper,
we use the percentage of 1s in the total of 1s and 0s as the density measure. Given two
datasets, we can determine if one of them is relatively denser compared to the other
from the ratio of 1s to the total of 1s and 0s in each.

Fig. 1. The transaction database
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2.3 Compact Transaction Tree

A Compact Transaction Tree was introduced in [5] to group transactions that contain
either identical sets of items or some subsets of items in common. The compact tree
has only about half the number of nodes of prefix trees used by various well-known
algorithms such as FP-Growth.

Fig. 2a shows a complete prefix tree with 4 items assuming the transaction count to
be one at every node. The corresponding compact tree is in Fig. 2b. A complete prefix
tree has many identical subtrees in it. In Fig. 2a, we can see three identical subtrees
st1, st2, and st3. In the compact tree, we store information of identical subtrees
together. Given a set of n items, a prefix tree would have a maximum of 2n nodes,
while the corresponding compact tree will contain a maximum of 2n-1 nodes, which is
half the maximum for a full tree. In practice, the number of nodes for a transaction
database will need to be far less than the maximum for the problem of frequent item
set discovery to be tractable.

The nodes along the leftmost path of the compact tree have entries of all itemsets
corresponding to the paths ending at each of the nodes. Other nodes only have
itemsets that are not present in the leftmost path to avoid duplicates. For example,
node 4 in the leftmost path has itemsets 1234, 234, 34, and 4 (we omit the set notation
for simplicity). Node 4 in the path 134 does not have itemsets 34 and 4 since it has
been registered at node 4 in the leftmost path.

Fig. 2. Compact Transaction Tree

Attached to each node, an array represents the count of transactions for different
item subsets. The array index represents the level of the node containing the starting
item of the subset in the tree and the value in each cell is the transaction count. The
doted rectangles in Fig. 2b show the itemsets corresponding to the nodes in the
compact tree only for illustration (they are not part of the data structure). Similarly,
the index entries are implicit and only the transaction count entries need to be
explicitly stored.
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3 Mining Large Dense Datasets on a Cluster of Computers

Our algorithm for mining large dense datasets in a cluster environment consists of two
major components: (1) a partitioning scheme for distributing the large dataset to
different nodes and (2) an efficient main memory based procedure for mining the
partition at each node. In this section, we first describe the partitioning scheme. It is
followed by the data structures and algorithm for in-memory mining at each node.
Then the cluster algorithm based on the master-slave scheme of a coordinator and a
set of participant nodes is described.

3.1 Partitioning the Transaction Database

The entire database is first partitioned and distributed to nodes of the cluster. If there
are a total of N distinct items in the database, N-1 projections will be created. These
projections are allocated to m nodes of the cluster in a round-robin fashion. For each
item i in a transaction, we copy all items that occur after i (in lexicographic order) to
projection i. Therefore, a given transaction could be present in many projections. For
example, if we have items 1 2 3 5 in a transaction, we put a transaction 1 2 3 5 in the
projection for item 1, put a transaction 2 3 5 in the projection for item 2, and put a
transaction 3 5 in the projection for item 3.

Fig. 3. Parallel Projection Example and Algorithm

Fig. 3 shows the contents of each projection for the sample database following the
parallel projection step and the algorithm. The frequency of all items in the database
is kept in a frequency file that will be replicated at all the nodes. The frequency file is
used to construct the compact tree along with the associated Itemtable for each
projection (see Section 3.2).

The main advantage of this scheme is that the entire database is partitioned into
parallel projections and distributed to the nodes only once. The projections can be
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subsequently mined many times with different parameter settings of support and
confidence as desired by the user. However, the total size of the projections will be
larger than the size of the original database.

3.2 Mining Frequent Itemsets from a Projection

The database partition at a node may consist of several projections since the number
of nodes in the cluster is usually much smaller than the number of items. Mining a
partition involves the mining of all the projections of that partition. Each projection
can be mined independently. Therefore, if a node has multiple processors as in the
case of Alpha SMPs, each processor can mine a different projection in parallel.
Mining a projection consists of three steps: (1) Constructing a compact tree for the
projection; (2) Mapping the compact tree to a special data structure named Item-
TransLink (ITL) and (3) Mining the frequent itemsets from ITL. These steps are
described in detail in the following subsections.

3.2.1 Building a Compact Transaction Tree for a Projection

The transactions of each projection are represented in a compact tree as discussed in
Section 2.3. As transactions containing common items are grouped together using the
compact tree, the cost of traversing the transactions is reduced in the mining phase.

Fig. 4. Compact Transaction Tree of a Projection

There are two steps in constructing the compact transaction tree: (1) Read the
frequency file (mentioned in Section 3.1) to identify individual frequent (1-freq) items
since only 1-freq items will be needed to mine frequent patterns. (2) Using the output
of the first step, read only 1-freq items from transactions in the projection, and then
insert the transactions into the compact transaction tree.
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In the first step, the 1-freq items are entered in the ItemTable. After step 2, each
node of the tree will contain a 1-freq item and a set of counts indicating the number of
transactions that contain subsets of items in the path from the root as mentioned in
Section 2.3.

Consider the first projection of the sample database in Fig. 3 and let the minimum
support be 5 transactions. The ItemTable and compact tree for the projection are
shown in Fig. 4. The ItemTable contains a pointer to the subtree (PST) of each item.
Each node of the tree has additional entries to keep the count of transactions
represented by the node.  For example, the entry (0,0) at the leaf node of the leftmost
branch of the tree represents itemset 12345 that occurs once in this projection. The
first 0 indicates the starting level in the tree which makes 1 its first item. The second
number is the count of the transaction. Similarly entry (0,2) at the leaf node of the
rightmost branch of the tree means there are two transactions of 1245. In the
implementation of the tree, the counts at each node are stored in an array and the level
of an entry is the array index that is not stored explicitly.

3.2.2 Mapping the Compact Tree to Item-TransLink (ITL)

Performance of mining can be improved by reducing the number of columns
traversed in the conceptual binary representation of transactions, for counting the
support of itemsets. We use group intersection in our algorithm to compute the
support of itemsets. To map groups in the tree to an array representation for faster
group intersections, we had previously developed a data structure called Item-Trans
Link (ITL) that has features of both vertical and horizontal data layouts (see Fig. 5a).

Fig. 5. The Item-TransLink (ITL) Data Structure and Mining Frequent Patterns

The main features of ITL are described below.

1. Item identifiers are mapped to a range of integers and transaction identifiers are
ignored as the items of each transaction are linked together.

2. ITL consists of ItemTable and the transactions of the current projection linked to
it (TransLink).

3. ItemTable contains all frequent items of the database. Each item is stored with its
support count and a link to the first occurrence of that item in TransLink.
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4. A row in TransLink represents a group of transactions along with a count of
occurrences of each transaction in the current projection. The items of a row are
arranged in sorted order and each item is linked to the next row where it occurs.

Fig. 5a shows the result of mapping the compact tree of Fig. 4 to ITL. For example,
transaction group t2 in the TransLink represents the transaction 1235 that occurs
twice. In large datasets, the count of each transaction group is normally much higher,
and a number of subgroups will be present too. In the implementation of ITL, the
count entries at each row are stored in an array and so the array index is not stored
explicitly. The doted rectangles that show the index at each row, is only for
illustration and not part of the data structure.

Fig. 6. Algorithm to Mine Frequent Patterns in a Projection

3.2.3 Mining Frequent Patterns in a Projection

Each item in the ItemTable is used as a starting point to mine all longer frequent
patterns for which it is a prefix. Fig. 6 shows the algorithm for mining individual
projections.

For example, starting with item 1, the vertical link is followed to get all other items
that occur together with item 1. These items with their support counts and transaction-
count lists are entered in a table named TempList as in Fig. 5b (transaction lists are
not shown in the figure). For prefix 1, items {2, 5} are frequent (count ≥ 5).
Therefore, 1 2, and 1 5 are frequent item sets. After generating the 2-frequent-item
sets for prefix 1, the associated group lists of items in the TempList, are used to
recursively generate frequent sets of 3 items, 4 items and so on by intersecting the
transaction-count lists. For example, the transaction-count list of 1 2 is intersected
with that of 1 5 to generate the frequent itemset 1 2 5. At the end of recursive calls
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with item 1, all frequent patterns that contain item 1 would be generated: 1 (5), 1 2
(5), 1 5 (5), 1 2 5 (5).

3.3 Parallel Mining in a Cluster Environment

We now describe the framework for mining frequent patterns using the multiple
processors of a cluster of Alpha 21264C computers. It is based on master-slave
architecture using Message Passing Interface (MPI) [10] calls for distributing the
tasks to various nodes. The coordinator node (master) assigns mining tasks to the
participant nodes (slaves). The parallel program running on each participant node
performs the following tasks:

Perform disk I/O: It opens and reads the dataset projections allocated to it (in the
earlier step described in Section 3.1). These projections are already present on the
local disk of the node.

Mine dataset projections for frequent itemsets: It mines the allocated projections
for frequent itemsets as described in Section 3.2. As the projections can be mined
independently, the mining activity at each node of the cluster is not dependent on
other nodes. Once a mining task has been allocated to a node by the coordinator, there
is no need for further communication during the execution.

Create datasets of frequent itemsets: The frequent itemsets mined at each node are
written to the local disk. They are copied to another specified directory as a post-step.

Fig. 7 outlines the algorithm used for parallel execution of tasks at all nodes.

Fig. 7. Scheme for Distributing the Work among Nodes

4 Performance Study

In this section, we report the performance of our algorithm, which was studied in two
stages. First, a sequential version of the algorithm was compared against other well
known efficient algorithms including FP-Growth, OpportuneProject (OP), Eclat, and
the fastest available implementation of Apriori on small dense datasets. Then the
performance of parallel execution of our algorithm was studied on the same data sets
at lower support levels. We adopted this approach since mining is a highly
computation intensive process at low support levels on dense data sets and therefore
the performance gain from parallel processing should be apparent on these data sets.
The scalability of the algorithm was further tested using very large dense datasets
generated with the synthetic data generator [8].
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Fig. 8. Comparison of Par-ITL with Sequential Algorithms on Connect-4 and Chess

Fig. 9. Parallel Execution of Par-ITL on Connect-4 and Chess

(a) 3 millions transactions (b) Scalability: Support 60, Density 67%

Fig. 10. Parallel Execution on Large Datasets

The sequential programs in the performance study were all written in C++ and
compared on an 866 MHz Pentium III PC, 512 MB RAM, 30 GB HD running MS
Windows 2000. The clusters used for testing the parallel program had 4 to 32
processors of Alpha 21264C, running Unix64 each with hard disk capacity of 36 GB,
connected by a Elan3 fast link interconnect. However, due to resource restrictions
imposed by the facility, we performed the tests with a maximum of 32 processors
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only. For parallel mining, we used C++ as well as MPI routines to perform message
passing between the processors running under True Unix64.

The small dense datasets used to test the performance were Chess (3196 trans, 75
items, average transactions 37) and Connect-4 (67557 trans, 129 items, average
transaction 43) from Irvine Machine Learning Database Repository [11]. To show the
scalability of the algorithm, we generated large dense datasets ranging from 1-11
million transactions using the synthetic data generator [8]. The characteristics of those
datasets are similar to Connect-4 with 129 distinct items and average length of
transactions 43. The density of the dataset was 67% at support 60.

As shown in Fig. 8, the sequential version of our program performs better than all
other sequential algorithms on Connect-4 (support 70-90) and Chess (support 70-90).
At lower support levels, its performance is better than all others except OP. In
general, our algorithm performs best at a density of 50% or higher. As the support
threshold gets lower, the relative performance of OP improves.

Fig. 9 shows the speed up achieved on Connect-4 and Chess datasets by the
different runs of our parallel mining program using various configurations of
processors.  For Connect-4 dataset, we also see that the speed up is consistent for the
support levels of 40 and 50 used in the performance study. We observe that a
significant speed up was achieved when the configuration was changed from 4
processors to 8 and then to 12 processors. However, beyond 12 processors no further
speed up is achieved on Connect-4. The time taken for mining on a processor includes
the fixed time of setting up the task and the variable time of mining the given set of
projections. By using additional processors, the variable time for mining is shared
among more processors, but the fixed time required remains unchanged. So adding
more processors beyond a certain number does not reduce the run time.

Fig. 10a shows the performance of the parallel algorithm on a medium sized
dataset (3 million transactions, 129 items) and Fig. 10b shows the scalability of our
algorithm to datasets of 1-11 million transactions. These results indicate that our
algorithm is scalable to very large dense datasets.

5 Conclusions

In this paper, we have presented an algorithm for mining complete frequent patterns
from very large dense datasets using a cluster of computers. The algorithm
implements a parallel projection approach for partitioning the transaction data. We
compared the sequential version of the algorithm against other well-known
algorithms. Our algorithm outperformed other algorithms such as OP, FP-Growth,
Eclat and Apriori on small dense datasets for most support levels. We further showed
the speed up and scale up of our algorithm on small and large dense data sets on
clusters of varying number of computers.

Significant speed up was achieved by parallel mining on a cluster of
multiprocessors. However, for the test datasets we used, the speed up curve flattened
beyond a certain number of processors, though the minimum number of processors
that gave the maximum speed up varies for each dataset and support level. We plan to
study this characteristic further to determine the factors that affect the speed up of
mining algorithms on clusters.



244      Yudho Giri Sucahyo et al.

The present implementation assumes that each projection will fit into the available
memory when compressed using the compact tree. Very large projections will need to
be partitioned further into smaller sub-projections. This is a necessary extension of the
program for dealing with huge datasets. The parallel projection scheme we used is
flexible but requires a large amount of disk space at each node, particularly for dense
datasets. Alternative schemes that significantly reduce disk space requirements are
being investigated.
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Abstract. Multiple Classification Ripple Down Rules (MCRDR) is a
knowledge acquisition technique that produces representations, or
knowledge maps, of a human expert's knowledge of a particular
domain. However, work on gaining an understanding of the knowledge
acquired at a deeper meta-level or using the knowledge to derive new
information is still in its infancy. This paper will introduce a technique
called Weighted MCRDR (WM), which looks at deriving and learning
information about the relationships between multiple classifications
within MCRDR by calculating a meaningful rating for the task at hand.
This is not intended to reduce the knowledge acquisition effort for the
expert. Rather, it is attempting to use the knowledge received in the
MCRDR knowledge map to derive additional information that can
allow improvements in functionality of MCRDR in many problem
domains. Preliminary testing shows that there exists a strong potential
for WM to quickly and effectively learn meaningful weightings.

1 Introduction

Multiple Classification Ripple Down Rules (MCRDR) [1, 2] is an incremental
Knowledge Acquisition (KA) methodology which allows the expert to perform both
the KA process and the maintenance of a Knowledge Based System (KBS) over time
[3]. MCRDR allows for multiple independent classifications and is an extension of its
predecessor Ripple Down Rules (RDR), which only allowed for single classifications
of each case presented. The underlying concept behind these approaches is to use the
expert's knowledge within the context it is provided [4]. Thus, if the expert disagrees
with a particular conclusion made by the system, knowledge can be added to improve
future results.

While MCRDR works very effectively in a number of domains, there is implicit
information contained within the structure itself that is not being extracted or used in
                                                          
1 Collaborative research project between both institutions
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its existing form. For example, when multiple classifications for a case occur, it
would be useful to know the relationship between those classes and how that
 relationship changes the meaning or importance of the case as a whole when
compared to cases with differing class configurations. Potentially, such information
could reveal important details that may not have been consciously realised by the user
or that could have taken significant rule creation for the user to have been able to
capture within the standard MCRDR structure.

This paper is going to present one means for addressing this issue through an
extension to MCRDR, referred to as Weighted MCRDR (WM). WM provides the
ability to extract and learn information about the interrelationships between the
various classifications found in MCRDR, as well as derive a meaningful value for a
given case through either direct or indirect means. This extension could provide the
standard MCRDR algorithm with the ability to provide more functionality and
usability to existing domains, as well as opening up additional application
possibilities. Preliminary testing shows that there exists a strong potential for WM to
quickly and effectively learn meaningful weightings.

2 Multiple Classification Ripple Down Rules (MCRDR)

MCRDR uses a collection of rules in an n-ary tree and evaluates each case by first
evaluating the root and then moving down level by level. This continues until either a
leaf node is reached or until none of the child rules evaluate to true. Due to the fact
that any, or all, of a node's children have the potential to fire, the possibility exists for
a number of conclusions or classifications to be reached by the system for each case
presented [5]. The system then lists the collection of classifications found and the
paths they followed. The path is given as the justification for the conclusion.

KA is achieved in the system through the expert inserting new rules when a
misclassification has occurred. The new rule must allow for the incorrectly classified
case to be distinguished from the existing stored cases that could reach the new rule
[6]. This is accomplished by the user identifying key differences between the current
case and one of the earlier cornerstone cases already stored. This is continued for all
past cases that could reach the new rule in the tree structure, until there is a composite
rule created that uniquely identifies the current case from all of the previous cases.
The idea here is that the user will select differences that are representative of the new
class they are trying to create. Stopper rules, which cancel a particular evaluation
path, are added in the same way [6].

Previously, simulation studies using RDR illustrated, despite the random nature of
rule creation and insertion, that the knowledge bases created are as compact and
accurate as those produced by induction [7, 8]. Furthermore, Kang [1] showed that
MCRDR produces somewhat better knowledge bases, even when used in single
classification domains. It is also arguable that a multiple classification system, such as
MCRDR, provides an approach to dealing with a number of problem types, such as
configuration and scheduling [5, 9]. RDR and MCRDR, as well as variations to these
methodologies, have been used in a number of application areas, such as the PEIRS
pathology system [10], resource allocation [11] and document management [12].
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3 Weighted MCRDR (WM)

However, MCRDR has a lack of cohesion between the individual classifications
generated by a single case, due to each classification being uniquely derived with no
consideration for what other classification paths may have also been followed.
Therefore, in certain problem domains, a particular case's multiple classifications may
all be individually correct but still not capture its essence or accurately represent the
level of importance the case has to the expert.

For example, in an email classification system that sorts emails into various
categories of varying importance to the user, such as that developed by Deards [13],
there exists a class for work related email and one for advertising spam. The spam
category catches advertising emails that are of little use to the user, while the work
category holds material that requires the expert's immediate attention, before all the
other emails received. However, if the system receives an email selling something
directly relevant to the user's work then it should classify it as being both spam and
work related. The problem with this classification is that neither category individually
describes the case adequately, yet both are correct: while it is spam the user may wish
to read it; and, then again, it is not as high a priority as the usual work material and
should not be brought to the users' attention immediately.

To handle this in traditional MCRDR, the expert would need to create a new set of
rules so that such mails could be categorised separately. This, however, can become a
tedious and never ending task for emails that only appear infrequently. It also requires
the user to be aware of the required classification, which can be difficult as the user
generally has little or no knowledge of the MCRDR structure. Finally, it makes little
sense for the user to create a new category when the existing classifications are
already correct from the user's point of view. The intention of WM is to try to capture
these relationships between various classifications that may exist, either consciously
or otherwise. If we can identify a set of relative values for the various relationships,
this information could be used to improve the functionality available to the user. For
instance, in the above email example we could list the emails from each classification
in their order of importance, using the relationship's value as a gauge.

3.1 WM Implementation

The most straight forward approach to calculating a rating based on the relationships
in an MCRDR classification set is to include a weight at each rule node and simply
find the weighted-sum of all the terminal rules found, thereby, giving a value for the
case. However, the method used for acquiring each rule's value must take into
consideration all the other concluding rules. In addition, the method would need to be
able to change the value to cater for other possible relationships that are not evident
when a new rule or class is initially created. Finally, it would be useful if such a
system was able to provide a number of varying results in applications where
dissimilar tasks may need to be rated differently.
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1. Pre-process Case 
Initialise Case c 
c ← Identify all useful data elements. 

2. Classification 
Initialize list l to store classifications 
Loop 

If child’s rule evaluates Case c to true 
l ← goto step 2 (generate all classifications in child’s branch). 

Until no more children 
If no children evaluated to true then 
 l ← Add this nodes classification. 
Return l. 

3. Rate Case 
i  ← Generate input vector from l. 
NN ← i  
v ← NN output value. 

4. Return RM evaluation 
Return list l of classifications for case c and 
Value v of case c. 

Fig. 1. Algorithm for WM

Using the notion of finding a weighted-sum leads directly to the use of a single
layer perceptron neural network, which is fundamentally a weighted-sum that has
been thresholded, using the sigmoid function (equation 1) to lie between a lower and
upper bound. Thus, each rule in the MCRDR tree would be given an associated input
node in the neural network. Using such a network also has the added advantage of
providing a means for each terminating rule to learn the optimal weight across all of
the various relationships, by using the generalized- -rule [14]. In addition, any
number of outputs can be used (where each output is effectively a new perceptron
network) for each different task that such values may be needed.

( )netkenetf   1
1)( −+= (1)

Thus, the full WM algorithm, given in pseudo code in Figure 1 and shown
diagrammatically in Figure 2, consists of two primary components. Firstly, a
document or case is pre-processed to identify all of the usable data elements, such as
stemmed words or a patient's pulse. The data components are then presented to the
standard MCRDR engine, which classifies them according to the rules previously
provided by the user. Secondly, for each rule identified an associated input neuron in
the neural network will fire. The network finally produces a number of outputs, v ,
for the case presented. The system, therefore, essentially provides two separate
outputs; the case's classifications and the associated set of values generated from
those classifications.

For example, in figure 2, the document {a b b a c f i} has been pre-processed to a
set of unique tokens {a, b, c, f, i}. It is then presented to the MCRDR component of
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the WM system, which ripples the case down the rule tree finding three classifications
Z, Y, and U from the terminating rules 1, 5, and 8. In this example, which is using the
RA method (discussed below), the terminating rules then cause the three associated
neurons to fire and feed forward through the neural network producing a single value
of 0.126 to be outputted. Thus, this document has been allocated a set of
classifications that can be used to store the document appropriately, plus a single
rating measuring its overall level of importance to the user.

3.2 Neuron Association Methods

There are three possible methods for the association of neurons to the MCRDR
structure: the Class Association method (CA), the Rule Association method (RA) and
the Rule Path Association method (RPA). The different methods arise from the poss-
ibility of many paths through the tree that result in the same class as the conclusion.
The class association method, where each unique class has an associated neuron, can
reduce the number of neurons in the network and potentially produce faster, but
possibly less general, learning. The rule association method, where each rule has an
associated neuron and only the terminating rule's neuron fires, allows for different
results to be found for the same class depending on which path was used to generate
that class as the conclusion. Therefore, it is more capable of finding variations in
meaning and importance within a class than expected by the user that created the
rules.  The rule path association method, where all the rules in the path followed, in-
cluding the terminating rule, cause their associated neuron to fire, would be expected
to behave similarly but may find some more subtle results learnt through the paths
rules, as well as being able to learn meaning hidden within the paths themselves.

List of classifications.
l = Z, Y, U 

Tokens: 
a, b, c, f, i 

Document: 
a b b a c f i 

Value of case. 
v = 0.126 

Rule 5: 
If f then class Y

Rule 6: 
If e then class W 

Rule 4: 
If c,!h then class V

Rule 8: 
If a then class U

Rule 7: 
If c,g then class Y 

Rule 3: 
If !b then class X 

Rule 1: 
If a then class Z

Rule 2: 
If d then class Y 

Rule 0: 
If true then … 

MCRDR Neural Network 

Pre-Process 

Case / Document 

WM - case 
evaluation

Fig. 2. WM illustrated diagrammatically
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3.3 Adding New Input Neurons

However, a perceptron network does not provide a standard way for calculating the
initial weight for a rule node when it is first added to the MCRDR tree. This can be
resolved, though by first adding new input nodes to the network each time a rule is
added and secondly, calculating the initial weight for the new network node for each
of the allocated outputs. The simplest approach is to give the new input connections
created a random start up weight in the same fashion used when initialising the
network. However, we already have the system's correct rating for the case that is
causing the new rule to be created, which WM should use to foster faster learning. For
this purpose the system's correct rating is assumed to have been determined for the
case either through directly querying the user or through indirectly deriving it from
observed user behaviour.

The approach taken in this implementation of WM captures this important
information by directly calculating the required weight that provides us with the
correctly weighted-sum for the given case without the need for a training period. This
provides the system with an immediate understanding of the new case's general value.
It can also then be used as the foundation for the new node's relationships with other
terminating rules to be learnt.

3.4 The Single-Shot -Rule in WM

In order to calculate the weight needed for the new input connection, wno, the system
must first calculate the error in the weighted-sum, ws, and divide this by the input at
the newly created input node, xn, which is always 1 in this implementation, where
there are n>0 input nodes and o>0 output nodes.

n

ws
no x

w
δ

=
(2)

ws is calculated by first deriving the required weighted-sum, Rws, from the known
error, , and subtracting the actual weighted-sum, denoted by net.

netRwsws −=δ (3)

The value for net for each output node, o, was previously calculated by the network
during the feed forward operation, and is shown in Equation 4, where there are n>1
input nodes, where the nth input node is our new input.

−

=

=
1

0

n

i
ioio wxnet

(4)

Rws, can be found for each output node, by reversing the thresholding process that
took place at the output node when initially feeding forward. This is calculated by
finding the inverse of the sigmoid function, Equation 1, and is shown in Equation 5,
where f(net) is the original thresholded value that was outputted from that neuron.
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Thus, the full single-shot -rule, used for each of the new input's connections to all
of the output nodes is given in equation 6. Due to the use of the sigmoid function, it is
clear that at no time can the system try and set the value of the output to be outside the
range 0 > (f(net) + ) > 1 as this will cause an error.
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4 Testing with a Simulated Expert

The problem with testing a system, such as WM, is the use of expert knowledge that
cannot be easily gathered without the system first being applied in a real world
application. This is a similar problem that has been encountered with the testing of
any of the RDR methodologies [2, 8, 15]. Thus, these systems built their KB
incrementally through the use of a simulated expert. The simulated expert essentially
provided a rule trace for each case run through another KBS with a higher level of
expertise in the domain than the RDR system being trained [2, 5]. WM, however, has
the additional problem of needing to learn from results returned by the system,
derived either directly or indirectly from the expert.

Thus, in order to perform preliminary testing of the rating component of the
system, while still being able to create a KB in the MCRDR tree, a simulated expert
was also developed for WM, with the ability to both classify cases, as well as form an
opinion as to a case's overall importance. Basically, the simulated expert randomly
generates weights, representing the level that each possible attribute in the
environment contributes to each possible class, which is used to define rules for the
MCRDR tree. Likewise, an additional weight is generated for each possible attribute,
indicating what level of importance the case has overall to the simulated expert,
allowing the simulated expert to form preferences for particular cases.

The environment then created many sets of documents consisting of randomly
generated collections of attributes and passed each set to the WM system for
classification and rating. The order allocated by the WM system for each set was then
compared against the simulated expert's expected ordering. In testing the system,
assumptions were made that the expert's interest in a case could be accurately
measured and that the behaviour was constant, without noise or concept drift.
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5 Results and Discussion

One useful application for a system such as WM is the rating of documents so they
can be appropriately ordered according to the user's preference. The ability of WM to
accomplish this is illustrated in the example cross sections shown in Figure 3. The
first graph shows the order in which WM places the documents prior to any learning.
The second graph, after only 10 document sets, clearly illustrates that it has been able
to correctly order many of the documents.

To show how the system performs over time the difference was calculated between
each documents' place in the WM ordering minus the place it should have been placed
according to the simulated expert. These differences were then averaged over all the
documents presented in that group and subtracted from the total number of documents
in the set. Figure 4, shows how the system performed over the first 50 document sets.
It can be seen in this example that the assignment of immediate weights to a position
and the ongoing trainability of the network allows the system to immediately start to
provide a reasonably accurate solution.
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Fig. 3. Ability of WM to order cases according to user preference. a) Shows WM's performance
prior to any training. b) Shows WM's performance after 10 document sets. Both graphs have
the highest rated cases on the left and the lowest on the right according to RM
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Fig. 4. Proximity of WM to simulated users ordering. The average proximity is the absolute
difference between the place allocated by WM and the place given by the simulated expert,
averaged over all the cases in each set and subtracted from the total number of documents in the
set. Each document set contains 50 cases
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While these results are only preliminary, they do show that WM is capable of
learning ratings that allow us to order documents into the users preferred order
quickly. Additionally, due to the network learning appropriate ratings it shows that it
has been able to identify patterns in the structure of the MCRDR tree and the way a
case has been classified within that structure. Finally, it can be seen that a system that
uses MCRDR to organise data items for long term storage and later retrieval, could
easily include extra functionality by extracting this meta-knowledge from MCRDR.

6 Conclusion and Future Work

The system described in this paper was developed to provide extra functionality to the
MCRDR system by finding values for representing the relationships between
classifications generated by the knowledge base. It is designed to learn simple linear
relationships quickly, so that the system can respond to new information without the
need for a number of training examples. To facilitate this system the single-step- -
rule was developed for the input connection's initial weight, which provides the
ability of the system to step immediately to the indicated value required by the
system.

The system has undergone preliminary testing with a simulated expert using a
randomly generated data set. These tests were done primarily to show that the system
was able to learn quickly and to be used for parameter tuning purposes. Clearly a
more rigorous testing regime needs to be used in order to fully justify the algorithm's
ability to learn.

This paper was an introduction to one area where MCRDR can be used as a basis
for deriving further information about a user's knowledge and understanding of a
domain. It still holds the possibility of being refined further such as:
• Providing a means to learn non-linear relationships.
• Through the addition of a per-neuron reducing gain to allow the system to better

cope with noise when creating new input nodes.
• Building in a windowing technique to allow the system to deal effectively with

concept drift.
• Incorporating Temporal Difference Learning through the addition of an eligibility

trace [16]. This would allow the system to predict the likelihood of future
documents, linked to by the one being analyzed, being of importance.

• There exists the possibility of using the error information that is propagated back
through the network to identify which rules in MCRDR are likely to be incorrect
and only asking the user about those particular cases, thereby, reducing the
workload of knowledge acquisition for the user.
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Abstract. A decision tree is a comprehensible representation that has
been widely used in many supervised machine learning domains. But
decision trees have two notable problems - those of replication and frag-
mentation. One way of solving these problems is to introduce the notion
of decision graphs - a generalization of the decision tree - which addresses
the above problems by allowing for disjunctions, or joins. While various
decision graph systems are available, all of these systems impose some
forms of restriction on the proposed representations, often leading to ei-
ther a new redundancy or the original redundancy not being removed.
Tan and Dowe (2002) introduced an unrestricted representation called
the decision graph with multi-way joins, which has improved representa-
tive power and is able to use training data with improved efficiency. In
this paper, we resolve the problem of encoding internal repeated struc-
tures by introducing dynamic attributes in decision graphs. A refined
search heuristic to infer these decision graphs with dynamic attributes
using the Minimum Message Length (MML) principle (see Wallace and
Boulton (1968), Wallace and Freeman (1987) and Wallace and Dowe
(1999)) is also introduced. On both real-world and artificial data, and
in terms of both “right”/“wrong” classification accuracy and logarithm
of probability “bit-costing” predictive accuracy (for binary and multi-
nomial target attributes), our enhanced multi-way join decision graph
program with dynamic attributes improves our Tan and Dowe (2002)
multi-way join decision graph program, which in turn significantly out-
performs both C4.5 and C5.0. The resultant graphs from the new decision
graph scheme are also more concise than both those from C4.5 and from
C5.0. We also comment on logarithm of probability as a means of scoring
(probabilistic) predictions.

1 Introduction

In spite of the success of decision tree systems in (“right”/“wrong”) supervised
classification learning, the search for a confirmed improvement of decision trees
has remained a continuing topic in the machine learning literature. Two well-
known problems from which the decision tree representation suffers have pro-
vided incentives for such efforts. The first one is the replication problem, which
leads to the duplication of subtrees from disjunctive concepts. The effect of the
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replication problem is that many decision tree learning algorithms require an
unnecessarily large amount of data to learn disjunctive functions. The second
problem is the fragmentation problem, which occurs when the data contains
attributes with more than 2 values. Both of the problems increase the size of de-
cision trees and reduce the number of instances in the individual nodes. Several
decision graph representations have been introduced to resolve these problems.
Decision graphs can be viewed as generalizations of decision trees, and both
have decision nodes and leaves. The feature that distinguishes decision graphs
from decision trees is that decision graphs may also contain joins (or disjunc-
tions), which are represented by two (or more) nodes having a common child.
This representation specifies that two subsets have some common properties,
and hence can be considered as one subset. Tan and Dowe recently presented
a general decision graph representation called decision graphs with multi-way
joins [20], which was more expressive than previous decision graph represen-
tations [14, 12, 13, 8, 6, 11, 7]. We also introduced an efficient MML coding
scheme for the new decision graph representation. However, the decision graph
with multi-way joins [20] is not able to make efficient use of subtrees with inter-
nal repeated structures, as has been innovatively done for decision trees in [21].
In this paper, we refine our recent representation [20] by introducing dynamic
attributes in decision graphs to solve this problem. We also point out some
drawbacks in the search heuristic which led to premature joins in our multi-way
join decision graphs [20] and resolve it by proposing a new search heuristic for
growing decision graphs. We further advocate (in section 5.1) the merits of log-
arithm of probability - for binomial [4, 5, 3, 2, 9, 20], multinomial [3, 20] and
other [2] distributions - as opposed to other approaches (see e.g., [16, 15]) to
scoring probabilistic predictions.

2 Related Works

2.1 Minimum Message Length (MML) and MML Inference

The Minimum Message Length (MML) principle [22, 23, 26, 24] provides a guide
for inferring the model of best fit given a set of data. MML inferences involve
assigning a code length to each candidate model and searching for the model
with minimum two-part message length (code length of the model plus the code
length of the data given the model) [23, 26, 24].

MML and the subsequent Minimum Description Length (MDL) principle [19,
8] (see also [24] for a survey) are widely used for model selection in various ma-
chine learning problems. In practice, MML and MDL work very well on inference
of decision trees. Among efforts that have been put into the development of tree-
based classification techniques in recent years, Quinlan and Rivest [18] proposed
a method for inferring decision trees using MDL. Wallace and Patrick subse-
quently [27] presented a refined coding scheme for decision trees using MML in
which they identified and corrected some errors in Quinlan and Rivest’s deriva-
tion of the message length, including pertaining to the issue of probabilistic pre-
diction (cf. section 5.1). Wallace and Patrick also introduced a “Look Ahead”
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heuristic of arbitrarily many ply for selecting the test attribute at a node. We re-
use the Wallace and Patrick decision tree coding [27] as part of the coding scheme
for our new decision graph program. For further details of the implementation,
please see [20].

2.2 Decision Graphs Currently in the Literature

As we mentioned in section 1, it is important to resolve the replication and frag-
mentation problems of decision trees. Many attempts have been made to extend
decision trees to decision graphs or graph-like systems. A binary decision graph
scheme using MML was introduced by Oliver and Wallace [14, 12, 13]. Other
schemes include a generalized decision tree system using MDL [19] proposed by
Mehta et al. [8], the HOODG (Hilling-climbing Oblivious read-Once Decision
Graphs) system proposed by Kohavi [6], and a decision graph representation
called the branch program proposed by Mansour and McAllester [7]. For a more
detailed discussion on these systems, see [20, Section 1].

The decision graph system proposed by Tan and Dowe [20] allows multi-way
joins. For a similar scheme, see the [10, Appendix]. Directed acyclic graphs were
used in the Tan and Dowe system [20] as in both the Oliver and Wallace sys-
tem [14, 12, 13] and the Kohavi system [6]. The main idea behind the coding
of the decision graphs with multi-way joins is to decompose a decision graph
into a sequence of decision trees and joining patterns [20]. In this way, encod-
ing a decision graph is equivalent to encoding a sequence of decision trees and
joining patterns in order. An efficient coding scheme for decision graphs can
be achieved by re-using some of the well-proved Wallace-Patrick decision tree
coding scheme [27] and devising an efficient coding of the joining patterns [20].

Fig. 1. A decision tree with internal repeated structures (involving C and D)
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3 Internal Repeated Structures
and Linked Decision Forests

As discussed in the previous sections, decision graphs are able to represent some
duplicated sub-concepts efficiently by uniting these subtrees into one tree. How-
ever, in many tree learning problems, these subtrees are not entirely identical
but rather share repeated internal structures. For example, the tree in Figure 1
contains three subtrees with internal repeated structures (involving C and D).

The repeated internal structure problem was first brought forward and stud-
ied by Uther and Veloso [21]. Their solution to this problem was to introduce
a new representation called the decision linked forest [21], in which the decision
tree is turned into a sequence of attribute trees and a root tree. The attribute
trees were formed by abstracting the topological structures of the repeated in-
ternal structures in the original trees. The attribute trees were then treated
as new attributes in the root tree. The new coding scheme only encodes the
repeated sub-concepts once by forming attribute trees as new attributes avail-
able to decision trees in the linked decision forest. The scheme can be explained
by Figure 2, which shows how linked decision forests provide a more efficient
solution to resolve the internal repeated structure problems in Figure 1.

3.1 Decision Graphs with Dynamic Attributes

Uther and Veloso’s novel use of linked decision forests [21] eliminated ineffi-
cient coding of the internal repeated structures in a decision tree. However, the
root tree of a linked decision forest, where the inference process occurs, is still
a decision tree, so the fragmentation problem of decision trees (which is solved
by decision graphs) remains unresolved in the linked decision forest. Uther and
Veloso [21] claimed that none of the existing decision graph programs was able
to resolve the problem of encoding internal repeated structures. We have ad-
dressed this issue by introducing dynamic attributes in our decision graph with

Fig. 2. A linked decision forest [21] with an attribute tree (c.f. Fig. 1)
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multi-way joins, which essentially generalises both decision graphs with multi-
way joins [20] and Uther-Veloso linked decision forests [21] - as is explained in
detail below.

Whenever there is an M-way join operation in a decision graph, a new at-
tribute is created and is made available for every node in the subtrees under the
node resulting from the M-way join operation. From the node, back traces are
performed along the M joining routes until they reach the root of the decision
graph. Then the root and the M routes define a new attribute with arity M. The
purpose of this attribute is to separate the data into M categories corresponding
to the way by which the data arrived at the M-way join. When there are several
subtrees in a decision graph with internal repeated structures, they are joined
to form one subtree consisting of the internal structure. Then, the leaf nodes
where there are differences among corresponding leaves in the original subtrees
are split on the new attribute. As such, the decision graphs are able to join
subtrees with internal repeated structure (immediately before each one would
split on this structure) so that the repeated structure is only encoded once. (Ide-
ally, the new dynamic attribute is not immediately split on.) Once created, the
new attribute becomes common knowledge to both sender and receiver and thus
there is no transmitting cost on its description. We contend that this scheme
provides a more efficient and elegant solution to this problem than linked de-
cision forests and certainly decision graphs described in much of the literature.
(We have opted for this scheme rather than for linked decision graph forests.)
A solution to resolve the internal repeated structure problems in Figure 1 by our
new decision graphs with dynamic attributes is shown in Figure 3.

Fig. 3. A decision graph with an dynamic attribute (c.f. Fig. 1 and Fig. 2)
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4 Growing a Decision Graph

While growing a decision tree, the order in which the leaf nodes are expanded
is irrelevant to the resultant tree since splitting a leaf node would have no effect
on the following actions taken on other leaves. However, the order in which the
leaf nodes are expanded or joined is often crucial while growing a decision graph.
Such a significant difference between decision tree inference and decision graph
inference makes the algorithm used in the former inadequate for the latter. In this
section we investigate the MML decision graph growing algorithm implemented
for Oliver and Wallace’s binary join decision graph program [12, 13, 14], and
explain a drawback in their search heuristic which makes their program unable
to infer the optimal graph in some circumstances. In section 4.2, we will present
our new algorithm for inferring decision graphs with multi-way joins in detail.

4.1 Oliver and Wallace’s MML Decision Graph Generation
Algorithm

Oliver and Wallace’s algorithm extends a decision graph by iteratively perform-
ing the following procedures until no further improvement can be achieved.

1. For each Leaf, L, determine the attribute A on which it should be split.
Record, but do not perform, the alteration (Split L on A) along with its
saving in message length.

2. For each pair of leaves, L1 and L2, perform a tentative join. Record, but do
not perform, the alteration (Join L1 and L2) along with its saving in message
length.

3. Choose the alteration (whether from step 1 - a Split, or from step 2 - a Join)
that has the greatest saving. If this alteration creates a saving in message
length, then perform that alteration on the graph.

Oliveira et al. [11] reported that this algorithm tended to perform premature
joins on complex systems and similar observations were obtained in our tests.
The example in Figure 4 shows how and why this could happen.

Fig. 4. An example illustrating how the premature joins are generated
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Suppose it is decided to grow the decision tree shown on the left of Figure 4.
Thus, for leaf L1, splitting on attribute C will save S1 bits in message length
while splitting on attribute E will yield S′

1 bits saving in message length. If
S′

1 > S1, then according to the algorithm above, the alteration that splits L1
on attribute E is recorded. For leaf L2, the same is done for the alteration that
splits L2 on attribute C with S2 bits saving in message length. When performing
a tentative join, the same is done again for the alteration that joins L1 and
L2 with Sj bits saving in message length. When estimating the saving from
a tentative join, a lookahead search whose aim is to look for the subtree with
the minimum message length is conducted on the node resulting from the join.
Since expanding the node resulting from joining leaf L1 and leaf L2 would be
viewed as merging expanded L1 with expanded leaf L2, so the saving is Sj =
S1 + S2 − Sg + St, where Sg is the cost in message length to transmit the join,
and St is the cost to transmit the topological structure of one of the subtrees.
In the case when Sj > S′

1, the resultant graph would be the graph shown in the
middle of Figure 4 instead of the optimal one shown on the right of Figure 4.
The Oliver and Wallace algorithm has a bias toward joins because it compares
the sum of the savings from expanding the two leaf nodes with the saving from
expanding just one leaf node. This shows why Oliver and Wallace’s decision
graph growing algorithm produces premature joins in some circumstances.

4.2 The New MML Decision Graph Growing Algorithm

If we implement the above algorithm in our decision graph inference scheme, the
fact that we allow multi-way joins could only increase such bias. So we propose
the following algorithm to eliminate the premature joins. To grow a decision
graph, we begin with a graph having one node, with the root being a leaf.
We grow the graph by performing the following procedures iteratively until no
further improvement can be achieved.

1. For each leaf L, perform tentative splits on each available attribute in the
leaf, and determine the attribute A that will lead to the shortest message
length when L is split on A. Record, but do not perform, the alteration (Split
L on A) along with its rate of communication saving - the communication
saving divided by the number of data items in the leaf.

2. For each leaf L, perform tentative joins with other leaves. Record, but do not
perform, the alterations (join Li and Lj; . . . ; join Li, Lj, . . . , Lk; etc.) along
with its rate of communication savings - the communication saving divided
by the number of data items in the join.

3. Sort the alterations from step 1 and step 2 by their communication savings.
Choose the alteration (whether from step 1 or from step 2) that has greatest
rate of saving.

When splitting on any continuous-valued attributes, we implement a simple
single cut-point search algorithm, in which the information gained from the cut
is the objective function. Then the cost in message length to state the cut-point
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is log(the number of values of the attribute in this node - 1). In each iteration, we
manipulate the data (i.e., split a leaf or join leaves) so that the greatest rate of
saving in message length can be achieved. Thus, it is guaranteed that in the later
iterations we will generate a decision graph better or not worse than the possible
optimal graph expected in the current iteration. Of course, the algorithm with
this search heuristic is only locally optimal.

5 Experiments

One artificially generated data set and eight real-world data sets were used in
our tests. The only artificial data set is the XD6 data set [18, 27, 14, 20], which
consists of 10 (9 input, 1 output) binary attributes. It was generated according
to the boolean function of attributes 1 to 9:

(A1 ∧ A2 ∧ A3) ∨ (A4 ∧ A5 ∧ A6) ∨ (A7 ∧ A8 ∧ A9)
with 10% noise added to the target attribute. The other eight real-world data sets
were downloaded from the UCI machine learning repository [1] and have been
widely tested in other decision tree or decision graph systems [14, 6, 17]. In order
to rigorously examine the proposed algorithms, 10 10-fold cross-validations were
performed on each of the nine data sets. This amounted to 10x10=100 tests for
one single data set. Each pair of training/test data from these tests was fed into
four different decision tree and graph algorithms: the well-known decision tree
classification programs C4.5, C5 [17], the decision graph with multi-way joins [20]
and our new decision graphs with multi-way joins and dynamic attributes.

The experimental results are presented in Tables 1, 2, 3 and 4. In table 1,
the run time recorded the execution time of one test by the algorithms on
a PIII 1G Linux Redhat7.3 PC. In table 2, “Error Rate” describes the rate of
“right”/“wrong” classification errors. In table 3, “pr costing” describes Good’s
(binomial) probabilistic costing [4, 5], or logarithmic ‘bit costing’ [2, 3, 20, 5, 4, 9].
In table 4, we compare the size of resultant decision trees and graphs by record-
ing the number of leaf nodes in them. For the data sets on which 10 10-fold
cross-validations were performed, the rate of classification errors and probabilis-
tic costings are presented as mean ± standard deviation, μ± σ.

Table 1. Summary of Data Sets

Data-set Discrete Continuous Number of Run Time Run Time Run Time
Name size Attributes Attributes Classes (C4.5, C5) dGraph[20] dG (dyn atts)
abalone 4177 1 7 29 1.35s 1062s 1132s
car 1728 6 0 4 0.03s 2.07s 2.42s
cmc 1473 8 2 2 0.06s 11.0s 13.7s
credit 690 9 6 2 0.04s 29.9s 38.9s
led 500 7 0 10 0.01s 4.50s 5.90s
scale 625 4 0 3 0.01s 1.10s 1.70s
tic-tac-toe 958 9 0 3 0.01s 3152s 4031s
vote 435 16 0 2 0.00s 0.01s 0.01s
XD6 500 9 0 2 0.01s 2.55s 3.22s
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5.1 Comparing and Scoring Probabilistic Predictions

Decision trees and graphs are often used as classifiers in many machine learning
problems. In the case in which the target attribute is multinomial, each leaf node
in a tree or graph is given a class label corresponding to the class with the highest
inferred probability for this node. However, the multinomial distribution in each
leaf node can also be interpreted as a probabilistic prediction model. In this way,
the decision trees and decision graphs are not only classifiers, but they can also
provide a probabilistic prediction model. Provost and Domingos [16] showed that
with some modifications, tree inductions programs can produce very high quality
probability estimation trees (PETs). Perlich, Provost and Simonoff [15] also ob-
served that for large data sets, tree induction often produces probability-based
rankings that are superior to those generated by logistic regression. Thus, in
addition to the conventional classification accuracy, a metric called probabilistic
costing [5, 4, 2, 3, 20, 9] was implemented in our tests for comparisons of proba-
bilistic predictions with C4.5 and C5. It is defined as −

∑n
i=1 log(pi), where n is

the total number of test data and pi is the predicted probability of the true class
associated with the corresponding data item [5, 4, 2, 3]. The reader can interpret
the metric as the optimal coding length for the test data given the resultant tree
and graph models. This metric can be used to approximate (within a constant)
the Kullback-Leibler distance between the true (test) model and the inferred
model. Its relation to log-likelihood via − log(

∏n
i=1 pi) = −

∑n
i=1 log(pi), its re-

lation to Kullback-Leibler distance and its corresponding general applicability
to a wide range of probability distributions (recall section 1) [5, 4, 2, 3, 20, 9]
strongly recommend this log(prob) bit costing as a statistically-based general
alternative to metrics such as ROC and AUC (Area Under Curve) [16, 15].

Logarithm of probability (bit) scoring, Pr cost, enables us to compare prob-
abilistic prediction accuracy of inferences from an identical training data set by
various decision tree and graph algorithms. The lower the value of the Pr cost,
the more consistent the predicted probabilistic model is with the true model.

Table 2. Test Results (‘right’/‘wrong’ Error rates) %

Data-set dGraph with dGraph with
Name C4.5 C5 M-way joins [20] dynamic atts

abalone 78.9 ± 1.9 79.0 ±1.8 74.3 ±2.1 74.3 ± 2.1

car 7.8 ± 2.2 7.8±2.1 8.5 ±2.8 6.7 ± 2.8

cmc 48.2 ±3.6 48.5 ± 3.6 48.4 ±3.6 48.2 ±3.6

credit 14.4 ±3.6 14.5 ± 3.6 14.2±4.3 14.2 ±4.3

led 30.0 ±5.2 30.0 ± 5.2 30.0±5.8 30.0 ±5.8

scale 35.6 ±4.9 35.4 ± 3.3 22.0±5.3 22.0 ±5.3

tic-tac-toe 14.4 ±3.4 14.0 ± 3.5 11.9±4.8 10.7 ±4.9

vote 5.0 ± 3.1 5.0 ± 3.1 4.4±3.3 4.4 ± 3.3

XD6 14.1 ±4.9 14.2 ± 5.0 9.2±4.0 9.2 ±4.0
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Table 3. Test Results (− log(Prob) Costing) bits

Data-set dGraph with dGraph with
Name C4.5 (+0.5) C5 (+0.5) M-way joins [20] (+0.5) dyn atts (+0.5)

abalone 1810.3 ± 26.3 1814.5±25.9 1269.6±32.0 1269.8±33.4

car 60.0 ± 9.9 61.2±9.8 49.8 ±10.5 40.7 ±12.0

cmc 221.4±13.3 222.1 ±13.4 202.4±9.9 202.2 ±9.9

credit 38.3 ±8.1 38.4 ± 8.0 35.2±7.5 35.2 ±7.5

led 79.3 ±9.8 79.3±9.7 76.2±10.0 76.2 ±10.0

scale 82.9 ±6.8 80.1±6.6 55.0±10.0 55.0 ±10.0

tic-tac-toe 46.4 ±8.4 45.4 ±7.1 44.7±13.5 41.1 ±14.7

vote 9.8 ± 6.2 9.8 ±6.1 8.6±5.5 8.6 ± 5.5

XD6 28.5 ±7.8 28.4 ±7.1 22.4±6.7 22.4 ±6.7

Given an array of occurrences of events of an m-state multinomial distribution
(c1, c2, . . . , cm), the probability of a certain event j can be estimated by (either)

p̂j = cj+0.5

(
∑

ci)+m/2
[22, p187 (4), p194 (28), p186 (2)][26][25, p75][20] or

p̂j = cj+1

(
∑

ci)+m
[22, p187 (3), p189 (30)][20], the latter being known as the

Laplace estimate and also corresponding (with uniform prior) to both the poste-
rior mean and the minimum expected Kullback-Leibler distance estimator [24].
In our experiments, the first (+0.5) was used in MML multinomial message
length calculations, p̂j estimations and calculations of the log(prob) bit costing.

5.2 Discussions of Above Test Results

Tables 2 and 3 clearly show the decision graph with dynamic attributes to always
be either outright first or (sometimes) equal first. When testing on the data sets
with disjunctions (like abalone, scale, tic-tac-toe and XD6), decision graph with
dynamic attributes has a much lower error rate. On other data sets, it returns
results not worse than those from C4.5 and C5. Results from the decision graph
with dynamic attributes are either identical or marginally better than those from
the decision graphs with multi-way joins [20]. In the cases that the decision graph
with dynamic attributes performs better, generated dynamic attributes are found
in the resultant graphs. This proves the importance of the dynamic attributes
and also shows that decision graphs with dynamic attributes are a superset of
decision graphs with multi-way joins [20]. In table 3, the Pr cost from both
kinds of decision graph are clearly lower than those from both C4.5 and C5.
This suggests that the decision graphs inferred by MML are resistant to over-
fitting. As such, the decision graphs not only produce excellent “right”/“wrong”
predictions, but also provide inferred probabilistic models that are clearly more
consistent with those inferred from the test data (cf. also [20, Tables 1 to 3]).

From table 4, we find that the resultant multi-way join decision graphs [20]
are similar in size to the decision graphs with dynamic attributes. The sizes of
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Table 4. Size of Resultant Tree or Graph (Number of leaf nodes)

Data-set dGraph with dGraph with
Name C4.5 C5 M-Way joins [20] dynamic atts

abalone 2103 1062 315 313

car 170 122 36 38

cmc 230 132 10 10

credit 34 15 7 7

led 42 22 22 22

scale 38 34 21 21

tic-tac-toe 132 88 37 35

vote 16 8 5 5

XD6 52 25 5 5

the resultant graphs tend to be substantially smaller than the sizes of both the
C4.5 and C5 trees. From table 1, both kinds of MML decision graph take longer
to infer than C4.5 and C5 trees. Tables 3, 2, and 4 suggest it is well worth the
wait. Nonetheless, we do intend to trim the decision graph searches.

6 Conclusion and Discussion

In this paper, we have refined the decision graph with multi-way joins [20] rep-
resentation by introducing dynamic attributes in the decision graphs. Using the
Minimum Message Length principle, an improved coding scheme for inferring the
new decision graphs has been devised to address some of the inefficiencies in pre-
vious decision tree and decision graph coding schemes. Our experimental results
demonstrated that our refined coding scheme compares favourably with other
decision tree inference schemes, namely both C4.5 and C5. This favourable com-
parison holds true both for ‘right’/‘wrong’ prediction accuracy and especially for
I.J. Good’s logarithm of probability bit costing (recall section 5.1 and table 3),
as well as for both artificially generated and real-world data.

In future work, we hope to both speed up the decision graph searches and
compare with more programs, such as, e.g., Yin and Han’s CPAR [28].
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Training Algorithm of LL with one hidden layer (Fig. 1)

Step 1 Initialize weights

- Set all weights (Wji ,Vkj)  to small random values
- Set weight factor μ=0.0001,
Step 2 Optimization of output-hidden layer weights
- The gradient of cost function with respect to V is
  calculated to derive the optimal weight V for all
  training patterns. Thus,

    Vjk = A
-1.b

where the A and b matrix are given by:

  A(j,j1) =  matrix [aj,j1] ; ajj1 = 
p[oj oj1] :   j,j1=0..H

  b(j,k) =   matrix [bj,k] ; bjk  = 
p[tk oj] :   k   = 1..N

  p    =   number of training patterns
  tk   =   target output of output neuron k

Step 3 Optimization of the input-hidden layer weights

- Transform non-linear part into linear problem. Then
  the linearized weights in each output layer node can
  be calculated as follow :

       Vlinkj = 
j [f′(netj) Vkj ]

where f′(net) = derivative of the sigmoidal function
 - Calculate weight correction term (ΔWopt) for all
   training patterns.



   ΔWopt  = Au
-1.bu

where Au =  matrix [a(ij,hm)] ;

    bu  =  vector[b(j,i)]
  a(ji,hm) :for (j ≠ h) = p k[(Vlinkjxi)(Vlinkhxm)]
      :for (j = h) = p k(Vlinkjxi)(Vlinkhxm)
                         + μ/H* abs(Vkj)f′′ (netj) xi xm

   bji  =  
p k[(tk – yk) Vlinkj xi]

    H  =  number of neurons in hidden layer

- Calculate weight test (Wtest)

   Wtest  = Wold + ΔWopt

Step 4 Update of the input-hidden layer weights

- Base on  Wtest, the new RMS error is calculated

     If  (New RMS > RMS) then go back to Step 3
         and increase μ (μ   =   μ*1.2)
     Else   update weights
         Wnew    = Wtest ( =Wold + ΔWopt)
         and decrease μ  (μ=  μ*0.9) for next iteration
Step 5 Do step 2 - 4 until test stop condition is true.
       (acceptable RMS or end of number of iterations)
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Abstract. Evolutionary methods are now commonly used to automat-
ically generate autonomous controllers for physical robots as well as for
virtually embodied organisms. Although it is generally accepted that
some amount of redundancy may result from using an evolutionary ap-
proach, few studies have focused on empirically testing the actual amount
of redundancy that is present in controllers generated using artificial
evolutionary systems. Network redundancy in certain application do-
mains such as defence, space, and safeguarding, is unacceptable as it
puts the reliability of the system at great risk. Thus, our aim in this
paper is to test and compare the redundancies of artificial neural net-
work (ANN) controllers that are evolved for a quadrupedal robot using
four different evolutionary methodologies. Our results showed that the
least amount of redundancy was generated using a self-adaptive Pareto
evolutionary multi-objective optimization (EMO) algorithm compared to
the more commonly used single-objective evolutionary algorithm (EA)
and weighted sum EMO algorithm. Finally, self-adaptation was found
to be highly beneficial in reducing redundancy when compared against
a hand-tuned Pareto EMO algorithm.

1 Introduction

The automatic synthesis of autonomous controllers through artificial evolution
has become a key area of research in robotics [12, 13]. This concept known as evo-
lutionary robotics emphasizes the utilization of artificial evolution as the primary
mechanism for driving the self-organization process in automatically generating
controllers for both wheeled [4, 5], abstract [8, 10] and legged robots [9, 15]. There
are a number of theoretical as well as technological considerations that needs to
be addressed in order to conduct such artificial evolution. Theoretical considera-
tions include the genetic encodings of the robot’s controller and/or morphology,
the kinds of algorithms for driving the evolutionary process and the types of

T.D. Gedeon and L.C.C. Fung (Eds.): AI 2003, LNAI 2903, pp. 302–314, 2003.
c© Springer-Verlag Berlin Heidelberg 2003
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controllers suitable to act as the robot’s controllers. Technological considera-
tions include the robotic platforms suitable for evolutionary design approaches
and techniques for automatically generating robots with variable controllers as
well as morphologies. The emphasis of most studies have been on the role of ge-
netic encodings (eg. [7]) and the role of fitness functions (eg. [5]). A very recent
investigation explored how morphological complexity itself affects the emergence
of more complex behavior in virtual legged creatures [2]. However, considerably
little has been said about the role of controllers that are generated through such
artificial evolutionary means. In particular, few studies have specifically focused
on the empirical determination of the amount of redundancy that is present in
the neural networks generated through such methods.

Hence, the aim of this paper is to conduct an empirical comparison of the
amount of redundancy present in locomotion controllers that are automatically
generated using four different artificial evolutionary approaches. In our experi-
ments, we will attempt to maximize the robot’s locomotion distance as well as
to minimize the number of hidden nodes in its artificial neural network (ANN)
controller where evolutionary multi-objective optimization (EMO) is used. The
capacity of an ANN is determined by its Vapnik-Chervonenkis (VC) dimension,
which in turn is determined by the number of free parameters in the network
such as the connection weights [6]. One way to control the number of free pa-
rameters in the network is by controlling the number of hidden units present
in the ANN. Thus, implementing a suitably-sized hidden layer within the ANN
architecture is paramount for the following reasons:

1. Firstly, finding the ANN controller with the minimum network size will re-
duce the amount of computation that needs to be carried out by the robot’s
controller, thereby further enhancing its efficiency during operation.

2. Secondly, to be able to use the controller as some type of complexity mea-
sure [16], we need to ensure that the amount of redundancy in the network
is minimized as far as possible in order to avoid false indications given by
large redundant networks.

3. Thirdly, although redundancy may be beneficial for life-long learning, evolv-
ing networks with unseen redundancy should be avoided in order to reduce
the risk of unpredictable behavior. Redundancy can be later added manu-
ally, with its corresponding effects analyzed by the designer. Hence, min-
imizing the number of redundant hidden units can reduce the amount of
“surprise” [14] arising from evolved solutions.

2 The Artificial Evolutionary System

Morphology of the Quadrupedal Robot The robot is a basic quadruped
with 4 short legs. Each leg consists of an upper limb connected to a lower limb
via a hinge (one degree-of-freedom) joint and is in turn connected to the torso
via another hinge joint. Hinge joints are allowed to rotate between 0 to 1.57
radians. Each hinge joint is actuated by a motor that generates a torque pro-
ducing rotation of the connected body parts about that hinge joint. The mass
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Fig. 1. Geometric description of the robot

of the torso is 1g and each of the limbs is 0.5g. The torso has dimensions of
4 x 1 x 2cm and each of the limbs has dimensions of 1 x 1 x 1cm. The robot
has 12 sensors and 8 actuators. The 12 sensors consist of 8 joint angle sensors
corresponding to each of the hinge joints and 4 touch sensors corresponding to
each of the 4 lower limbs of each leg. The joint angle sensors return continuous
values in radians whereas the touch sensors return discrete values, 0 if no contact
and 1 if contact is made. The 8 actuators represent the motors that control each
of the 8 articulated joints of the robot. These motors are controlled via outputs
generated from the ANN controller which is then used to set the desired velocity
of rotation of the connected body parts about that joint. The Vortex physics
engine [3] was employed to generate the physically realistic artificial creature
and its simulation environment. Vortex is a commercial-off-the-shelf (COTS)
simulation toolkit which consists of a set of C++ routines for robust rigid-body
dynamics, collision detection, contact creation, and collision response.

Genotype Representation Our chromosome is a class that contains the
weight matrix Ω and one vector ρ; where ωjo refers to the weights connecting
the hidden-output layers and ωij refers to the weights connecting the hidden-
output layers. ρh ∈ ρ is a binary value that works as a switch to turn a hidden
unit on or off and is used to indicate if hidden unit h = 1, . . . , H exists in the
network or not. The sum,

∑H
h=0 ρh, represents the actual number of hidden units

in a network. The use of ρ allows a hidden node to evolve even if it is not active
during certain periods of the evolutionary optimization process. The chromo-
some also includes the crossover rate δ and mutation rate η for the self-adaptive
algorithm. A direct encoding method was chosen as an easy-to-implement and
simple-to-understand encoding scheme. Other encoding methods are possible.

Controller Architecture The ANN architecture used in this study is a fully-
connected feed-forward network with recurrent connections on the hidden units
as well as direct input-output connections. Recurrent connections were included
to allow the robot’s controller to learn time-dependent dynamics of the system.
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Direct input-output connections were also included in the controller’s architec-
ture to allow for direct sensor-motor mappings to evolve that do not require
hidden layer transformations. An input-bias is incorporated in the calculation of
the activation of the hidden as well as output layers.

Fitness Functions The fitness f1 of each locomotion controller represented in
the genotype g is defined to be simply

f1 = ⇑ d(g) (1)

where d refers to the horizontal Euclidean distance (measured in cms) achieved
by the simulated robot as controlled by the ANN at the end of the evaluation
period of 500 timesteps as given by

d =
√

(a0 − a499)2 + (b0 − b499)2 (2)

subject to the following constraints

a0, b0 = initial coordinates as set by the user. (3)

In our case, a0 = 0 and b0 = 0, and

(at+1, bt+1) = (at, bt) + ν(At, Tt, Ŷot,M) (4)

where the function ν takes as input the values returned by the robot’s joint
angle sensors A and touch sensors T , the controller’s previous outputs Ŷo and
the creature’s morphology M , and

Ŷot = σo(
∑

j

ωjoσj(
∑

i

(ωijAt + ωijTt))) (5)

where the controller’s outputs Ŷot at timestep t is calculated using a sigmoidal
transfer function σo, and wjo refers to the weights connecting the hidden-output
layers and wij refers to the weights connecting the hidden-output layers. There is
no strict fitness threshold that separates viable from non-viable neuro-controllers
since a large variety of locomotion behaviors are generated, including both static
and dynamic gaits, which subsequently return a range of different fitness values.
However, neuro-controllers with f < 6 generally do not produce sustained loco-
motion in the robot and are thus considered to be low quality solutions.

In experiments involving multi-objective evolutionary optimization of the
locomotion controller, a second fitness f2 is defined to be

f2 = ⇓
H∑

h=0

ρh (6)

where the number of active hidden units used in the ANN controller is counted
by summing the binary vector ρh, which is part of the genotype g. Therefore, the
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first objective is to maximize the horizontal locomotion achieved by the simulated
robot and where a second objective is involved, to minimize the use of nodes in
the hidden layer of the ANN controller, which will in turn determine the VC-
dimension of the controller as explained in Section 1. Unless stated explicitly, the
fitness of a controller always refers to the first fitness function f1 which measures
the locomotion distance.

3 Evolving the Robot Controllers

We now present the setup and results obtained with each of the four different
evolutionary methodologies, beginning with our proposed self-adaptive Pareto
EMO algorithm which is based on the SPANN algorithm [1]. This is followed
by a weighted sum EMO algorithm and a single-objective EA, both of which
are self-adaptive as well, and finally by a hand-tuned Pareto EMO algorithm. In
evolving the locomotion controllers for the quadrupedal robot, the evolutionary
parameters were set as follows in all experiments: 1000 generations, 30 individ-
uals, maximum of 15 hidden units, 500 timesteps and 10 repeated runs for each
setup.

SPANN: A Self-Adaptive Pareto EMO Algorithm SPANN is a Pareto
EMO algorithm which optimizes the f1 and f2 fitness functions as distinctly
separate objectives. It uses a differential evolution (DE) crossover operator with
a Gaussian step and implements elitism through breeding children only from
the current Pareto set. The crossover and mutation rates are also self-adapted
in SPANN. The implementation details for SPANN can be found in [1]. The
version of SPANN used here has a modified repair function for the crossover and
mutation rates (addition/subtraction of a random number between [0,1] instead
of truncation) as well as using purely evolutionary learning instead of a hybrid
of an EA and back-propagation. In contrast to the other algorithms that follow,
SPANN does not require any hand-tuning of parameters.

A Weighted Sum EMO Algorithm (WS-EMO) For this second set of
experiments, we used a single objective that combined the two objectives f1

and f2 using a weighted sum rather than a true Pareto approach as in SPANN.
The weighting of the individual objectives was done in a relative manner using
a parameter denoted by γ. The two objectives were unified as follows:

f(overall) = 100.0− [(γ × f ′
1) + ((1− γ)× f2)] (7)

10 different values were used for γ ranging from 10% to 100% in increments of
10%. An approach similar to the (μ + λ) evolutionary strategy is used where
the 15 best individuals of the population are carried over to the next generation
without any modification to the genotype at all. This is to allow a setup similar
to SPANN, where the upper bound on the number of Pareto solutions is simply 1
+ 15, the maximum number of hidden units allowed. The crossover and mutation
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operators function as in SPANN and the rates for these genetic operators are
also self-adaptive.

A Single-Objective EA (SO-EA) In the third set of experiments, we used
a conventional EA which optimizes only one objective. The only objective being
optimized in the following evolutionary runs is the locomotion distance achieved
by the robot’s ANN controller while the size of the hidden layer is kept fixed.
Hence, only the f1 fitness function is used to evaluate the genotypes. Apart from
the change of optimizing two objectives to one, the single-objective algorithm is
otherwise similar to the SPANN algorithm in all other respects. The crossover
and mutation rates are self-adaptive and are identical to their counterparts in
SPANN except that crossover and mutation now excludes any changes to the
number of hidden units used in the ANN controller since this component is fixed
in the single-objective EA. As in the weighted sum EMO algorithm discussed in
Section 3, the (μ + λ) strategy is used in this single-objective EA where the 15
best individuals of the population are carried over to the next generation without
any modification to the genotype at all. Sixteen separate sets of evolutionary runs
were conducted corresponding to each one of the different number of nodes used
in the hidden layer ranging from 0–15 (the range allowed in the multi-objective
runs).

A Hand-Tuned EMO Algorithm (HT-EMO) In the last set of exper-
iments, we used an EMO algorithm with user-defined crossover and mutation
rates rather than self-adapting parameters in the SPANN algorithm. Apart from
the non-self-adapting crossover and mutation rates, the hand-tuned EMO al-
gorithm is otherwise similar to the SPANN algorithm in all other respects. 3
different crossover rates (c) and mutation rates (m) were used: 10%, 50% and
90% for both rates giving a total of 9 different combinations. As with SPANN,
the fitness of each genotype in these experiments was evaluated according to
both the f1 and f2 objective functions, which measures the locomotion distance
achieved and number of hidden units used by the controller respectively.

4 Methodology for Testing Redundancy

We now compare the amount of redundancy present in the overall best evolved
controllers in terms of the hidden units as well as weight synapses obtained from
SPANN against the weighted sum, single-objective and hand-tuned methodolo-
gies. For this set of experiments, we selected the overall best controller evolved for
locomotion distance obtained from SPANN, the weighted sum EMO algorithm,
the single-objective EA and the hand-tuned EMO algorithm as representative
ANN architectures optimized using the four different evolutionary methodolo-
gies. These controllers, which are used in the lesioning experiments that test
for redundancy in the ANN architecture, are listed in Table 1. In our analysis,
redundancy is considered to be present when a controller can allow deletion of:
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Table 1. Best controllers in terms of locomotion found by SPANN, WS-EMO,
SO-EA and HT-EMO used in the lesioning experiments

Algorithm Locomotion Distance No. of Hidden Units

SPANN 17.6994 4
WS-EMO 21.8228 7
SO-EA 22.4069 14

HT-EMO 19.5051 9

(1) entire hidden units, or (2) individual weight synapses, without loss of fitness
of more than 1 unit of locomotion distance compared to the intact controller
originally evolved. The first comparison involved deletion of entire nodes in the
hidden layer and can be regarded as macro-lesioning of the controller. This was
done in a fashion similar to [11] where all possible combinations of hidden units
used in the ANN controller were systematically deleted. The lesioned controller
is then re-evaluated and the new fitness achieved recorded. For example, if the
best evolved controller had 4 hidden units, then all possible combinations of net-
works with 1 node lesioned are first evaluated, followed by all combinations of
networks with 2 nodes lesioned and so forth terminating when the next level of
hidden unit removal causes the fitness evaluations of the lesioned controllers to
fall below the redundancy threshold. The second comparison involved the dele-
tion of individual weight synapses which can be regarded as micro-lesioning of the
controller. The test for weight synapse redundancy was carried out in a greedy
fashion due to the very large numbers of possible weight synapse combinations:
first find the least loss of locomotion capability with 1 weight synapse lesioned,
then proceed to find the next least loss of locomotion capability with another
weight synapse lesioned by keeping the weight synapse found in the preceding
step lesioned, and so forth terminating when the next level of weight synapse
removal causes the fitness evaluations of the lesioned controllers to fall below
the redundancy threshold. This second redundancy test is less drastic compared
to the first test since the deletion of a single hidden node would cause entire
sets of weight synapses to be also deleted in a single step. As such, the second
redundancy test of lesioning only at the weight synapse level allows for a finer
investigation into the controller’s evolved architecture.

Results: Hidden Unit Redundancy None of the overall best controllers
evolved for locomotion distance using SPANN, weighted sum and single-objective
methodologies showed any redundancy in terms of hidden units present in the
ANN controller. All possible combinations of controllers with a single hidden
node removed from the optimized architecture using these algorithms resulted
in locomotion fitness below the redundancy threshold as shown in Table 2. How-
ever, the overall best controller evolved using the hand-tuned EMO algorithm
did have one redundant hidden unit (the eighth node) which could be lesioned
without causing the controller’s capabilities to fall below the fitness threshold.
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Table 2. Comparison of locomotion distance fitness of overall best controller
evolved using SPANN, WS-EMO, SO-EA and HT-EMO with 1 hidden node
lesioned

Algorithm Redundancy Best Worst Average Lesioned
Fitness Lesioned Lesioned Fitness ±

Threshold Fitness Fitness Standard Deviation

SPANN 16.6994 12.8242 8.6991 10.9156 ± 1.9204
WS-EMO 20.8228 18.6352 8.5114 14.4979 ± 3.8776
SO-EA 21.4069 17.5729 2.1421 12.9751 ± 4.8180

HT-EMO 18.5051 18.6472 1.6899 10.8691 ± 7.0303

This phenomenon together with the results from further levels of hidden unit
lesioning of the overall best controller evolved using the hand-tuned EMO algo-
rithm are discussed in the next paragraph. Surprisingly, the lesioning of a single
hidden unit appeared to also have the most detrimental effect on the best con-
troller evolved using the hand-tuned EMO algorithm in terms of the average
loss of locomotion fitness compared to all other algorithms. Furthermore, the
lesioning of a particular hidden node in the best controller evolved using the
hand-tuned EMO algorithm also produced the worst 1-node lesioned controller,
which only achieved a minuscule locomotion distance of just over 1.6 units. The
removal of entire hidden nodes from the optimized ANN controllers seemed to
result in large scale loss of locomotion capability suggesting that macro-lesioning
of these evolved architectures is too drastic due to removal of not only a single
hidden node but an entire set of weight synapses connecting to and originating
from the lesioned hidden node. If the redundancy test were to be concluded at
this coarse level, then the results would have indicated that no redundancy was
present at all in the evolved controllers obtained using SPANN, the weighted
sum EMO algorithm and the single-objective EA. However, a redundancy test
at the finer weight synapse level, which is presented in the next section, showed
otherwise. Before proceeding with the analysis at the weight synapse level, we
first discuss the results obtained from the lesioning of different combinations of 2
hidden nodes from the overall best controller evolved using the hand-tuned EMO
algorithm since lesioning of 1 hidden node did show redundancy in this particu-
lar controller. None of the controllers which had 2 hidden nodes removed could

Table 3. Locomotion distance fitness of overall best controller evolved using
HT-EMO with 2 hidden nodes lesioned

Algorithm Redundancy Best Worst Average Lesioned
Fitness Lesioned Lesioned Fitness ±

Threshold Fitness Fitness Standard Deviation

HT-EMO 18.5051 18.1569 1.3326 9.4544 ± 5.6139
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Table 4. Number of redundant synapses in the best evolved controllers from
SPANN, WS-EMO, SO-EA and HT-EMO

SPANN WS-EMO SO-EA HT-EMO

No. of Redundant Synapses 1 3 2 281

produce locomotion fitness above the redundancy threshold as shown in Table 3.
Compared to the overall best controller evolved using the self-adaptive SPANN
algorithm, the hand-tuned EMO algorithm evolved a controller with more redun-
dancy at the hidden unit level. Hence, the self-adaptive crossover and mutation
rates appeared to have benefited the Pareto evolutionary optimization process
in that SPANN was able to find a more compact network with less redundancy
compared to the hand-tuned algorithm, which had pre-determined and fixed
crossover and mutation rates during the optimization process.

Results: Weight Synapse Redundancy A summary comparing the number
of redundant weight synapses present in the best evolved controller obtained
from SPANN against those obtained using the hand-tuned, weighted sum and
single-objective algorithms is given in Table 4. For SPANN, there was only one
particular weight synapse that could be lesioned without causing the controller’s
performance to fall below the fitness threshold. No other lesioning of a single
synapse could produce a fitness above the redundancy threshold. Additionally,
no controller with 2 synapses lesioned could produce controllers that maintained
their performance above the fitness threshold (Fig. 2). This meant that the best
evolved controller from SPANN only had a redundancy of one weight synapse
and furthermore this occurred only with a specific weight synapse, which was
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Fig. 2. Performance of best evolved SPANN controller with lesioning of 2 weight
synapses
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Fig. 4. Performance of best evolved SO-EA controller with lesioning of 3
synapses

the connection between the input from the joint sensor that measures the angle
between the torso and the upper back left limb and hidden layer’s first node. For
the weighted sum EMO, up to three synapses could be lesioned without causing
the controller to fall below the fitness threshold. No controller with 4 synapses
lesioned could produce controllers that maintained their performance above the
fitness threshold (Fig. 3). In terms of the number of different weight synapses
that could be removed and still produced controllers that performed above the
threshold, 6 controllers were found when 1 synapse was lesioned, followed by 2
controllers when 2 synapses were lesioned and finally by only 1 controller when
3 synapses were lesioned. Hence there was more synaptic redundancy present
in the overall best controller evolved using the weighted sum method compared
to SPANN. For the single-objective EA, up to 2 synapses could be lesioned
without causing the evolved controller to fall below the fitness threshold. No
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Fig. 5. Performance of best evolved HT-EMO controller with lesioning of 282
synapses

controller with 3 synapses lesioned could produce controllers that maintained
their performance above the fitness threshold (Fig. 4). Only a particular weight
synapse could be removed when 1 synapse was lesioned which produced a con-
troller that performed above the threshold. Following this lesioning, only another
specific weight synapse could be removed at the 2-synapse lesioning level that
resulted in a controller that performed above the threshold. Thus, there was
also more synaptic redundancy present in the overall best controller evolved us-
ing the single-objective EA compared to SPANN but less synaptic redundancy
compared to the hand-tuned and weighted sum method. The controller from the
hand-tuned EMO algorithm exhibited a high level of weight synapse redundancy
where up to 281 synapses could be removed without causing the controller to
fall below the fitness threshold. No controller with 282 synapses lesioned could
maintain its performance above the fitness threshold (Fig. 5). In line with results
obtained from macro-lesioning at the hidden unit level, a much higher level of
weight synapse redundancy should be expected in this controller compared to the
overall best controllers evolved using the other algorithms. This is the case since
the analysis from the previous section showed that an entire hidden node could
be removed without causing the controller to fall below the fitness threshold,
which correspondingly means that the entire set of synapses connected to and
originating from this particular hidden unit were redundant. Thus, at least 30
weight synapses that are connected to this hidden unit can be removed without
causing the lesioned controller to fall below the fitness threshold. The number of
different weight synapses that could be removed varied considerably at different
levels of lesioning. For example, only approximately 25 different synapses could
be removed at the 100-synapse level without causing the controller’s locomotion
capabilities to fall below the redundancy threshold. On the other hand, approx-
imately 75 different synapses could be removed at the 200-synapse level without
causing the lesioned controller to fall below the fitness threshold. The fluctua-
tions observed with regards to the number of different synapses that could be
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removed at various levels of weight synapse lesioning are most probably due to
the greedy nature in which the synapse lesioning takes place combined with the
complex dynamics that takes place within the evolved ANN. A weight synapse
lesioned presently will provide the best performance at the current level but the
effects of this lesioning may at certain stages become highly sensitive to further
lesioning and vice versa due to the combinatorial effects that occur between
different weight synapses and hidden nodes in the network, which cannot be
ascertained by this one-step lookahead algorithm.

5 Conclusion & Future Work

The experiments showed that there was more redundancy present in the best
controllers evolved using the hand-tuned, weighted sum and single-objective
methodologies compared to the self-adaptive Pareto EMO approach. Further-
more, the use of self-adaptation appeared to have a very significant impact in
terms of reducing redundancy when comparing the self-adaptive against the
hand-tuned algorithms. However, self-adaptation produced the least best loco-
motion distance. Although a loss of four units of locomotion distance is not
a drastic loss given the total distance achieved by the creature, it is important
in some applications to decide on this trade-off between performance and re-
dundancy in advance. A possible solution is to generate good controllers with
redundancy then manually find and remove the redundancy. However, such a so-
lution is unacceptable in certain applications such as evolvable hardware. Imag-
ine a robot being sent to Mars and the hardware is required to evolve a controller
for a certain task. The previous method of manually searching for redundancy
would cause significant additional computational and memory cost on the actual
hardware which will be highly undesirable.

For future work, it would be interesting to compare the redundancies of
evolved controllers using direct versus indirect encoding schemes such as those
involving developmental mechanisms.
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Abstract. We develop a labelled tableaux system for the modal logic KD45i− j
n

extended with epistemic notions. This logic characterises a particular type of in-
terpreted systems used to represent and reason about states of correct and incor-
rect functioning behaviour of the agents in a system, and of the system as a whole.
The resulting tableaux system provides a simple decision procedure for the logic.
We discuss these issues and we illustrate them with the help of simple examples

1 Introduction

One of the main areas of interest in the use formal methods in Software Engineering
involve the use of tools based on mathematical logic for the specification and verifica-
tion of computing systems. This is true in general but it specially applies to the area
of multi-agent systems. Here, multi-modal logics are normally used to specify the be-
haviour of a multi-agent systems. Several formalisms have been designed for this task,
most importantly logics for knowledge [5], logics for Belief-Desires-Intentions [15],
deontic logics [14], etc. The usual approach in this line of work is to suggest a logic, in
terms of its syntax and axiomatisation, to show that it captures the intuitive properties of
the concept under investigation, and to show metalogical properties of the logic system,
such as its completeness and decidability.

This is adequate for the task of specifying distributed systems but methodologies
need to be developed for verifying that a system complies with a given specification.
Several methods are employed to perform this task, traditionally theorem provers, and
more recently model checkers.

It has been argued elsewhere [13, 12] that a formalism for specifying properties
of a system could make use of a deontic component. That can be used for example to
distinguish in a precise and unambiguous way among properties that should hold in a
system, properties that may hold in a system, properties that simply hold in a system.
While deontic concepts are useful on their own, especially when paired to temporal op-
erators, they become even more of importance in multi-agent systems when paired with
informational properties such as their knowledge, beliefs, intentions, etc. The formalism
of deontic interpreted systems was designed to make a step in that direction.

T.D. Gedeon and L.C.C. Fung (Eds.): AI 2003, LNAI 2903, pp. 339–351, 2003.
c© Springer-Verlag Berlin Heidelberg 2003



340 Guido Governatori et al.

In deontic interpreted systems a semantics based on interpreted systems [5] is given
to interpret a multi-modal language consisting of a family of operators {Oi}, represent-
ing correct functioning behaviour of agent i, a family of operators {Ki} representing
the knowledge of agent i, and a family of operators {K̂ j

i } representing the knowledge
agent i has under the assumption of correctness of agent j. It was argued in [13, 12] that
this set of operators could be useful to represent a number of key interesting scenarios,
including communication and security examples.

A complete axiomatisation for deontic interpreted systems limited to the fragment
of {Oi,Ki}, was also shown. This comprises the logics S5n for the modalities Ki for
knowledge and the logic KD45i− j

n for the modalities Oi for correct functioning be-
haviour. While a Hilbert style axiomatisation is a theoretically valuable result, proving
properties of particular examples by means of this is notoriously awkward. Automated
technologies, such as the ones based on theorem provers or model checkers are called
for. In this paper we define and investigate a tableaux system for the full logic above.

The remaining of this paper is organised as follows. In Section 2 we define the
language of the logic, the semantics, and present its axiomatisation. In Section 3 we
define a tableaux system for it. In Section 4 we present an example, the bit transmission
problem, and we prove properties about it by means of the tableaux strategy. In Section
5 we wrap up and point to further work.

2 Deontic Interpreted Systems

We present here the main definitions for the notation we are going to use in this paper,
as from [5, 13]. Due to space consideration we are forced to assume working knowledge
with some of the technical machinery presented there.

Interpreted Systems Consider n agents in a system and n non-empty sets L1, . . . ,Ln

of local states, one for every agent of the system, and a set of states for the environ-
ment LE . Elements of Li will be denoted by l1, l′1, l2, l

′
2, . . .. Elements of LE will be

denoted by lE , l′E , . . ..
A system of global states for n agents S is a non-empty subset of a Cartesian prod-

uct L1× ·· · × Ln× LE . When g = (l1, . . . , ln, lE) is a global state of a system S, li(g)
denotes the local state of agent i in global state g. lE(g) denotes the local state of the
environment in global state g. An interpreted system of global states is a pair IS = (S,h)
where S is a system of global states and h : S→ 2P is an interpretation function for a set
of propositional variables P. Systems of global states can be used to interpret epistemic
modalities Ki, one for each agent.

(IS,g) |= Ki ϕ iff ∀g′ : li(g) = li(g′)⇒ (IS,g′) |= ϕ .

Alternatively one can consider generated models (S,∼1, . . . ,∼n,h) of the standard form,
where the equivalence relations ∼i are defined on equivalence of local states, and then
interpret modalities in the standard modal tradition (e.g. [3, 10]). The resulting logic for
modalities Ki is S5n; this models agents with complete introspection capabilities and
veridical knowledge.
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Deontic Interpreted Systems The notion of interpreted systems can be extended to
incorporate the idea of correct functioning behaviour of some or all of the compo-
nents [13].

Given n agents and n+1 non-empty sets GE ,G1, . . . ,Gn, a deontic system of global
states is any system of global states defined on LE ⊇ GE , . . . ,Ln ⊇ Gn. GE is called
the set of green states for the environment, and for any agent i, Gi is called the set of
green states for agent i. The complement of GE with respect to LE (respectively Gi with
respect to Li) is called the set of red states for the environment (respectively for agent i).

The terms ‘green’ and ‘red’ are chosen as neutral terms, to avoid overloading them
with unintended readings and connotations. The term ‘green’ can be read as ‘legal’,
‘acceptable’, ‘desirable’, ‘correct’, depending on the context of a given application.

Deontic systems of global states are used to interpret modalities such as the follow-
ing

(IS,g) |= Oi ϕ iff ∀g′ : li(g′) ∈ Gi ⇒ (IS,g′) |= ϕ .

Oi ϕ is used to represent that ϕ holds in all (global) states in which agent i is function-
ing correctly. Again, one can consider generated models (S,∼1, . . . ,∼n,RO

1 , . . . ,R
O
n ,h),

where the equivalence relations are defined as above and the relations RO
i are defined

by gRO
i g′ if li(g′) ∈ Gi, with a standard modal logic interpretation for the operators Oi.

Knowledge can be modelled on deontic interpreted systems in the same way as on
interpreted systems, and one can study various combinations of the modalities such
as Ki O j, O j Ki, and others. Another concept of particular interest is knowledge that
an agent i has on the assumption that the system (the environment, agent j, group of
agents X) is functioning correctly. We employ the (doubly relativised) modal operator
K̂ j

i for this notion, interpreted as follows:

(IS,g) |= K̂ j
i ϕ iff ∀g′ : li(g) = li(g′) and l j(g′) ∈ G j ⇒ (IS,g′) |= ϕ .

An Axiomatisation of Deontic Interpreted Systems The multi-modal language defined
by Oi,Ki is axiomatised by the logics S5n union KD45i− j

n where there are defined as
follows:

The component S5n is defined by the smallest normal multi-modal logic (i.e., closed
under the necessitation rule for Ki) satisfying the axioms T , 4, and 5 for each modal op-
erator Ki. Semantically S5n is determined by the class of Kripke frames (W,∼1, . . . ,∼n)
where each ∼i is an equivalence relation.

The component KD45i− j
n is defined by the smallest normal multi-modal logic (i.e.,

closed under the necessitation rule for Oi) satisfying the axioms D, 4, 5 and ¬Oi¬ϕ →
O j¬Oi¬ϕ . for each pair of modal operators Oi, O j. Semantically KD45i− j

n is deter-
mined by the class of serial, transitive and i- j Euclidean Kripke frames (W,RO

1 , . . . ,R
O
n )

where a frame is i- j Euclidean iff for all w′,w′′,w′′′ ∈W an for all i, j such that 1 ≤
i, j ≤ n, we have that wRO

i w′ and wRO
j w′′ implies wRO

i w′′.

For the operator K̂ j
i , determined semantically by ∼i ∩ROj , we do not have a com-

plete axiomatisation. In this paper we provide a sound and complete tableuax system
for it.
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3 Tableaux for Deontic Interpreted Systems

In [1, 9, 2] a tableau-like proof system, called KEM, has been presented, and it has
been proven to be able to cope with a wide variety of logics accepting possible world
semantics. KEM is based on D’Agostino and Mondadori’s [4] classical proof system
KE, a combination of tableau and natural deduction inference rules which allows for
a restricted (“analytic”) use of the cut rule. The key feature of KEM, besides its be-
ing based neither on resolution nor on standard sequent/tableau inference techniques, is
that it generates models and checks them using a label scheme for bookkeeping states
in interpreted systems. In [7, 8, 9] it has been shown how this formalism can be ex-
tended to handle various systems of multi-modal logic with interaction axioms. The
mechanism KEM uses in manipulating labels is close to the possible world semantic
constructions. In the following section we show how to adapt it to deal with deontic
interpreted systems.

Label Formalism KEM uses Labelled Formulas (L-formulas for short), where an L-
formula is an expression of the form A : t, where A is a wff of the logic, and t is a label.
In the case of deontic interpreted systems we have a type of labels corresponding to
various modalities for each agent; the set of atomic labels for i (Φ i) is defined as follows:

Φ i = Φ i
O∪Φ i

K ∪Φ ij

Each set of atomic labels for the modalities is partitioned into the (non-empty) sets of
variables and constants.

Φ i
O = V i

O∪Ci
O; Φ i

K = V i
K ∪Ci

K ; Φ ij = V ij∪Cij for any j

where V i
O = {Oi

1,O
i
2, . . .}, Ci

O = {oi
1,o

i
2, . . .}, V i

K = {Ki
1,K

i
2, . . .}, Ci

K =
{ki

1,k
i
2, . . .}, V ij = {IJ1, IJ2, . . .}, and Cij = {ij1, ij2, . . .}. Finally we add a sets

of auxiliary unindexed atomic labels ΦA = V A ∪ CA – here V A = {W1,W2, . . .}
and CA = {w1,w2, . . .}–, that will be used in unifications and proofs. With ΦC and ΦV

we denote, respectively, the set of constants and the set of variables.
The set of labels ℑ is then defined inductively as follows: a label is either (i) an

element of the set ΦC, or (ii) an element of the set ΦV , or (iii) a path term (s′,s) where
(iiia) s′ ∈ ΦC ∪ΦV and (iiib) s ∈ ΦC or s = (t ′,t) where (t ′, t) is a label. From now on
we shall use t,s,r, . . . to denote arbitrary labels.

As an intuitive explanation, we may think of a label t ∈ ΦC as denoting a world
(a given one), and a label t ∈ ΦV as denoting a set of worlds (any world) in some
Kripke model. A label s = (t ′,t) may be viewed as representing a path from t to a (set
of) world(s) t ′ accessible from t (i.e., from the world(s) denoted by t).

For any label t = (s′,s) we shall call s′ the head of t, s the body of t, and denote them
by h(t) and b(t) respectively. Notice that these notions are recursive (they correspond to
projection functions): if b(t) denotes the body of t, then b(b(t)) will denote the body of
b(t), and so on. We call each of b(t), b(b(t)), etc., a segment of t. The length of a label t,
�(t), is the number of world-symbols in it, i.e., �(t) = n⇔ t ∈ ℑn. sn(t) will denote the
segment of t of length n and we shall use hn(t) as an abbreviation for h(sn(t)). Notice
that h(t) = h�(t)(t).
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For any label t, �(t) > n, we define the counter-segment-n of t, as follows (for 0 <
n < k < �(t)):

cn(t) = h(t)× (· · ·× (hk(t)× (· · ·× (hn+1(t),w0))))

where w0 is a dummy label, i.e., a label not appearing in t (the context in which such
a notion occurs will tell us what w0 stands for). The counter-segment-n defines what
remains of a given label after having identified the segment of length n with a ‘dummy’
label w0. The appropriate dummy label will be specified in the applications where such
a notion is used. However, it can be viewed also as an independent atomic label.

So far we have provided definitions about the structure of the labels without regard
of the elements they are made of. The following definitions will be concerned with the
type of world symbols occurring in a label.

Let t be a label and t ′ an atomic label, in what follows we shall use (t ′; t) as a notation
for the label (t ′, t) if t ′ �= h(t), or for t otherwise.

We say that a label t is i-preferred iff h(t) ∈ Φ i, and a label t is i-pure iff each
segment of t of length n> 1 is i-preferred, and we shall use ℑi to denote the set of i-pure
labels. A label is i-compatible iff each segment of t of length n > 1 is either i-preferred
or ij-preferred (for any j). A label t is ij-ground iff every label of type Φ ij is a constant.

Label Unifications In the course of proofs labels are manipulated in a way closely
related to the semantic of the logics under analysis. Labels are compared and matched
using a specialised logic dependent unification mechanism. The notion that two labels t
and s unify means that the intersection of their denotations is not empty and that we can
“move” to such a set of worlds, i.e., to the result of their unification.

According to the semantics each modality is evaluated using an appropriate binary
relation on the model and the model results from the combination of the relations. Simi-
larly we provide an unification for each modality, the unification characterising it in the
KEM formalism, then we combine them into a single unification for the whole logic.
Every unification is built from a basic unification defined in terms of a substitution
ρ : ℑ1 '→ ℑ such that:

ρ : 1ΦC , V i
O '→Φ i

O for any j, V i
K '→Φ i

K ∪CA for any j, V ij '→Φ ij, VC '→ ℑ.

The above substitution is appropriate to characterise the logic without interaction among
the modal operators. To capture them we have to introduce two specialized substitutions
based on it.

ρO : ρ ∪V i
O '→Φ i

O∪Φ ji for any j

ρK : ρ ∪V i
K '→Φ i

K ∪Φ ij ∪CA for any j

Accordingly we have that two atomic (“world”) labels t and s σ -unify iff there is a sub-
stitution ρ such that ρ(t) = ρ(s), with the constraint that a label in V ij cannot unify
with another variable. We shall use [s,t]ρ both to indicate that there is a substitution
ρ for s and t, and the result of the substitution. The notion of σ -unification (or label
unification) is extended to the case of composite labels (path labels) as follows:

[i, j]σ = k iff ∃ρ : h(k) = ρ(h(i)) = ρ(h( j)) and b(k) = [b(i),b( j)]σ.
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Clearly σ is symmetric, i.e., [i, j]σ iff [ j, i]σ. Moreover this definition offers a flexible
and powerful mechanism: it allows for an independent computation of the elements of
the result of the unification, and variables can be freely renamed without affecting the
result of a unification. Notice that a label Wi σ -unifies with every label. The intuition
here is that Wi denotes the set of world in a Kripke model.

We are now ready to introduce the unifications corresponding to the modal operators
at hand. The first unification is that for Oi.

[s, t]σO = ([h(s),h(t)]ρO, [h1(s),h1(t)]σ ) iff min{�(s), �(t)} ≥ 2 and s, t are ij-ground

Here we notice that the main structure is the structure for a KD45 modal operator
(min{l(s), l(t)} ≥ 2) [8, 1]. However here we have that Oi is defined globally over
the green states of an interpreted systems, so we can ignore the intermediate steps with
the proviso that there are no variables of type IJ. Intuitively we can think of a variable
of type IJ as the intersection of the worlds accessible from a given world using RO

j
and ∼i; but in general such intersection can be empty, hence the proviso about the
ij-groundness of the labels; moreover the restriction to ρO prevents unwanted unifica-
tions of labels in V j

O and in V i
K. According to the above definition we have that the

labels t = (O j
1,(K

m
1 ,w1)) and s = (o j

1,w1) σO-unify. In the same way t σO-unifies with

(ij1,(kn
1,w1)), but not with (o j

1,(IJ1,w1)).
The following is the unification for Ki

[s, t]σK = ([h(s),h(t)]ρK ; [h1(s),h1(t)]σ ) iff s and t are ij-ground, and ij-compatible

This is the condition for a unification corresponding to an equivalence relation [1, 9].
The important point here are that all the atomic symbols should be compatible. A label
such as ijn denotes a world in the intersection of the world accessible from a given world
by RO

j and ∼i. But this means that it is also one of the world accessible from ∼i.
Let us consider the label t = (Ki

2,(ij1,(K
i
1,w1))). The result of the σK-unification

of t and w1 is w1; similarly the unification of t and s = (ij2,w1) is s. Notice that the
label t does not σK-unify with (O j

1,w1).

[s, t]σ∗ = ([h(s),h(t)]σ , [h1(s),h1(t)]σ )
iff s, t are ij-compatible, and either h2(s) or h2(t) is ij-restricted

This unification is mainly designed for labels of type ij, and it corresponds to the uni-
fication for a K45 modal operator [8, 1]. A label (IJ1,w1) is intended to denote the
equivalence class of type IJ associated to w1. Since K̂ j

i is not serial the equivalence
class associated to a given world may be empty. However if we have that one of the
labels in position 2 is a constant of type ij, then we are guaranteed that the equivalence
class is not empty, and we can use the unification conditions for equivalence classes.
Accordingly the labels (IJ1,(Ki

1,w1)) and (ij1,w1) σ∗-unify, and so do (IJ1,(ij1,w1))
and (IJ2,(ij2,w1)).

The above three unifications cover occurrences of sequences of compatible labels
(relations). However we have to cover occurrences of interleaved labels. To this end we
are going to define a recursive unification combining the unifications for the various
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operators. For convenience we introduce a unification corresponding to their simple
combination. Hence [s, t]σDIS iff either [s, t]σ or [s,t]σ∗ or [s,t]σO or [s,t]σK . At this
point the (recursive) unification for the logic DIS is defined as follows.

[s, t]σDIS =

{
[s,t]σDIS

[cn(s),cm(t)]σDIS

where w0 = [sn(s),sm(t)]σDIS.
As we have seen the labels t = (Ki

2,(ij1,(K
i
1,w1))) and s = (O j

1,w1) neither σO-
unify, nor σK-unify. However [t,s]σDIS = (ij1,w1), and so the labels σDIS-unify. We can
decompose the unification as follows: [c3(t),c2(s)]σK , where c3(t) = (Ki

2,w0), c2(s) =
w0, and w0 = [s3(t),s]σDIS. s3(t) = (ij1,(Ki

1,w1)).
Let us consider the following set of labels {t = (O j

1,w1),s = (Ki
1,w1),r = (ij1,w1)}.

Intuitively t,s,r denote, respectively, the set of worlds accessible from w1 by the rela-
tion RO

j , the set of worlds accessible from w1 by the relation∼i, and a world in RO
j ∩∼i.

In general labels such as t and s should not unify. The intersection of their denotations
may be empty, but in cases like the present one h(s) and h(t) can be mapped to a com-
mon label (i.e., ij1) but with different substitution, and this is not permitted in σDIS. So
we have to introduce a label-unification that takes care of context in which labels occur.

Let L be a set of labels (i.e., the labels occurring in a KEM-proof). Then [s, t]σL
DIS

iff

1. [s,t]σDIS or
2. ∃k ∈L , ∃n,m ∈ Nat such that

– [sn(s),k]σL
DIS = [sm(t),k]σL

DIS and
– [cn(s),cm(t)]σL

DIS where w0 = [sn(s),k]σL
DIS

It is easy to verify that that the labels s and t described in the previous paragraph now
σL

DIS unify in the presence of the label r.

Inference Rules For the presentation of the inference rules of KEM we shall assume
familiarity with Smullyan-Fitting α , β , ν , π unifying notation [6].

α : t
α1 : t
α2 : t

A∧B : t
A : t
B : t

¬(A∨B) : t
¬A : t
¬B : t

¬(A→ B) : t
A : t
¬B : t

(α)

The α-rules are just the familiar linear branch-expansion rules of the tableau method.
For the β -rules (formulas behaving disjunctively) we exemplify only the rules for im-
plication.

β : t
β c

i : s
(i = 1,2)

β3−i : [t,s]σL
DIS

A→ B : t
A : s

B : [t,s]σL
DIS

A→ B : t
¬B : s

¬A : [t,s]σL
DIS

(β )

The β -rules are nothing but natural inference patterns such as Modus Ponens, Modus
Tollens and Disjunctive syllogism generalised to the modal case. In order to apply such
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rules it is required that the labels of the premises unify and the label of the conclusion
is the result of their unification.

ν : t
ν0 : (Xn,t)

Oi A : t
A : (Oi

n,t)
Ki A : t

A : (Ki
n,t)

K̂ j
i A : t

A : (IJn, t)
(ν)

where Oi
n, Ki

n, and IJn are new labels.

π : t
π0 : (xn,t)

¬Oi A : t
A : (oi

n,t)
¬Ki A : t
A : (ki

n,t)
¬ K̂ j

i A : t

A : (ijn,t)
(π)

where oi
n, ki

n, and ijn are new labels. ν- and π- rules allow us to expand labels according
to the intended semantics, where, with “new” we mean that the label does not occur
previously in the tree.

A : t | ¬A : t
(PB)

The “Principle of Bivalence” represents the semantic counterpart of the cut rule of the
sequent calculus (intuitive meaning: a formula A is either true or false in any given
world). PB is a zero-premise inference rule, so in its unrestricted version can be applied
whenever we like. However, we impose a restriction on its application. Then PB can
be only applied w.r.t. immediate sub-formulas of unanalysed β -formulas, that is β for-
mulas for which we have no immediate sub-formulas with the appropriate labels in the
branch (tree).

A : t
¬A : s
× [ if [t,s]σL

DIS] (PNC)

The rule PNC (Principle of Non-Contradiction) states that two labelled formulas are σL-
complementary when the two formulas are complementary and their labels σL-unify.

Theorem 1. (KEM A ⇐⇒ IS |= A

We sketch only the proof. The main idea is to define a Kripke model where the possible
worlds are the labels (L ) occurring in a KEM-proof for A, where the accessibility
relations are defined as follows: (i) t ∼i s iff [(Ki

0,t),s]σ
L
DIS; (ii) tRO

i s iff [(Oi
0, t),s]σ

L
DIS;

and (iii) (t,s) ∈∼i ∩RO
j iff [(IJ0,t),s]σL

DIS. For (i) and (ii) it is immediate to verify that
the frame induced from the above construction is a frame for DIS. The result for (iii)
depends on the definition of the substitution ρ where labels of type V j

O and V i
K can be

mapped to labels in Cij. Hence t ∼i (ijn,t) and tRO
j (ijn,t).

Proof Search Let Γ = {X1, . . . ,Xm} be a set of formulas. Then T is a KEM-tree for Γ
if there exists a finite sequence (T1,T2, . . . ,Tn) such that (i) T1 is a 1-branch tree con-
sisting of {X1 : t1, . . . ,Xm : tm}; (ii) Tn = T , and (iii) for each i< n,Ti+1 results from Ti

by an application of a rule of KEM. A branch τ of a KEM-tree T of L-formulas is said
to be σDIS-closed if it ends with an application of PNC, open otherwise. As usual with
tableau methods, a set Γ of formulas is checked for consistency by constructing a KEM-
tree for Γ . It is worth noting that each KEM-tree is a (class of) Hintikka’s model(s)
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where the labels denote worlds (i.e., Hintikka’s modal sets), and the unifications behave
according to the conditions placed on the appropriate accessibility relations. Moreover
we say that a formula A is a KEM-consequence of a set of formulas Γ = {X1, . . . ,Xn}
(Γ (KEM A) if a KEM-tree for {X1 : t, . . . ,Xn : t,¬A : s} is closed, where s ∈ CA, and
t ∈ V A. The intuition behind this definition is that A is a consequence of Γ when we
take Γ as a set of global assumptions [6], i.e., true in every world in a Kripke model.

We now describe a systematic procedure for KEM. First we define the following
notions.

Given a branch τ of a KEM-tree, we shall call an L-formula X : t E-analysed in τ if
either (i) X is of type α and both α1 : t and α2 : t occur in τ; or (ii) X is of type β and one
of the following conditions is satisfied: (a) if βC

1 : s occurs in τ and [t,s]σL
DIS, then also

β2 : [t,s]σL
DIS occurs in τ , (b) if βC

2 : s occurs in τ and [t,s]σL
DIS, then also β1 : [t,s]σL

DIS
occurs in τ; or (iii) X is of type ν and ν0 : (m,t) occurs in τ for some m ∈ ΦV , of the
appropriate type, not previously occurring in τ , or (iv) X is of type π and π0 : (m, t)
occurs in τ for some m ∈ΦC, of the appropriate type, not previously occurring in τ .

A branch τ of a KEM-tree is E-completed if every L-formula in it is E-analysed and
it contains no complementary formulas which are not σL

DIS-complementary. We shall
say a branch τ of a KEM-tree completed if it is E-completed and all the L-formulas
of type β in it either are analysed or cannot be analysed. We shall call a KEM-tree
completed if every branch is completed.

The following procedure starts from the 1-branch, 1-node tree consisting of {X1 :
t, . . . ,Xm : s} and applies the inference rules until the resulting KEM-tree is either closed
or completed. At each stage of proof search (i) we choose an open non completed branch
τ . If τ is not E-completed, then (ii) we apply the 1-premise rules until τ becomes E-
completed. If the resulting branch τ ′ is neither closed nor completed, then (iii) we apply
the 2-premise rules until τ becomes E-completed. If the resulting branch τ ′ is neither
closed nor completed, then (iv) we choose an LS-formula of type β which is not yet
analysed in the branch and apply PB so that the resulting LS-formulas are β1 : t ′ and
βC

1 : ti′ (or, equivalently β2 : ti′ and βC
2 : t ′), where t = t ′ if t is restricted (and already

occurring when h(t)∈ΦC), otherwise t ′ is obtained from t by instantiating h(t) to a con-
stant not occurring in t; (v) (“Modal PB”) if the branch is not E-completed nor closed,
because of complementary formulas which are not σL

DIS-complementary, then we have
to see whether a restricted label unifying with both the labels of the complementary
formulas occurs previously in the branch; if such a label exists, or can be built using
already existing labels and the unification rules, then the branch is closed, (vi) we repeat
the procedure in each branch generated by PB.

The above procedure is based on on a (deterministic) procedure working for canon-
ical KEM-trees. A KEM-tree is said to be canonical if it is generated by applying the
rules of KEM in the following fixed order: first the α-, ν- and π-rule, then the β -rule
and PNC, and finally PB. Two interesting properties of canonical KEM-trees are (i)
that a canonical KEM-tree always terminates, since for each formula there are a finite
number of subformulas and the number of labels which can occur in the KEM-tree
for a formula A (of DIS) is limited by the number of modal operators belonging to A,
and (ii) that for each closed KEM-tree a closed canonical KEM-tree exists. Proofs of
termination and completeness for canonical KEM-trees have been given in [8].
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4 The Bit Transmission Problem

The bit-transmission problem [5] involves two agents, a sender S, and a receiver R,
communicating over a faulty communication channel. The channel may drop mes-
sages but will not flip the value of a bit being sent. S wants to communicate some
information—the value of a bit for the sake of the example—to R. We would like to
design a protocol that accomplishes this objective while minimising the use of the com-
munication channel.

One protocol for achieving this is as follows. S immediately starts sending the bit
to R, and continues to do so until it receives an acknowledgement from R. R does noth-
ing until it receives the bit; from then on it sends acknowledgements of receipt to S. S
stops sending the bit to R when it receives an acknowledgement. Note that R will con-
tinue sending acknowledgements even after S has received its acknowledgement. In-
tuitively S will know for sure that the bit has been received by R when it gets an ac-
knowledgement from R. R, on the other hand, will never be able to know whether its
acknowledgement has been received since S does not answer the acknowledgement.

We assume fairness ([5], p.164) for the communication channel: every message that
is repeatedly sent in the run is eventually delivered.

What we would like to do is to check mechanically that the protocol above guaran-
tees that when sender receives the acknowledgement it then knows (in the information-
theoretic sense defined in Section 2) that the receiver knows the value of the bit. In order
to do this, first we model the scenario in the interpreted systems paradigm.

An interesting scenario arises when we assume that the agents may not behave as
they are supposed to. For example, the receiver may not send an acknowledgement
message when it receives a bit ([12]). We deal with this case by considering a new
protocol which extends the original one.

Bit Transmission Problem — No Violations First of all we give an axiomatisation of the
bit transmission problem (BTP). For a detailed discussion of the BTP in the framework
of Deontic Interpreted Systems see [13, 12].

– Sender
(S1) recack→ KS recack
(S2) (bit = n)→ KS (bit = n), for n = 1,2

– Receiver
(R1) recbit∧ (bit = n)→ KR (bit = n), for n = 1,2

– Communication
(C1) recack→ recbit

We can derive the following key property

recack∧ (bit = n)→ KS KR (bit = n) for n = 1,2

So, if an acknowledgement is received by the sender S, then S is sure that receiver R
knows the value of the bit: although the communication channel is potentially faulty,
if messages do manage to travel back and forth between the sender and receiver the
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protocol is strong enough to eliminate any uncertainty in the communication. Let us
examine the KEM-proof for this property

1. recack→ KS recack : W1
2. (bit = n)→ KS (bit = n) : W1
3. recbit∧ (bit = n)→ KR (bit = n) : W1
4. recack→ recbit : W1
5. ¬(recack∧ (bit = n)→ KS KR (bit = n)) : w1
6. recack : w1 5α
7. bit = n : w1 5α
8. ¬KS KR (bit = n) 5α
9. ¬KR (bit = n) : (s1,w1) 8π

10. KS recack : w1 1,6β
11. KS (bit = n) : w1 2,7β
12. recack : (S1,w1) 10ν
13. bit = n : (S2,w1) 11ν
14. ¬(recbit∧ (bit = n)) : (s1,w1) 3,9β
15. ¬recbit : (s1,w1) 13,14β
16. recbit : (S1,w1) 4,12β
17. × 15,16PNC

Bit Transmission Problem — Violation by the Receiver Now we admit the possibility
that the receiver, in violation of the protocol, may send acknowledgements without
having received the bit. In this version, the axiom (C1) does not hold. It is replaced by

OR(recack→ recbit) (C1∗)

which represents what holds when R is working correctly according to the protocol. All
other parts of the formalisation are unchanged.

A particular form of knowledge still holds. Intuitively if S makes the assumption
of R’s correct functioning behaviour, then, upon receipt of an acknowledgement, it
would make sense for S to assume that R does know the value of the bit. To model
this intuition we use the operator K̂ j

i “knowledge under the assumption of correct be-
haviour”.

We now derive, given (C1∗) instead of (C1)

recack∧ (bit = n)→ K̂R
S KR (bit = n) for n = 1,2

We give a KEM-proof for it.

1. recack→ KS recack : W1
2. (bit = n)→ KS (bit = n) : W1
3. recbit∧ (bit = n)→ KR (bit = n) : W1
4. recack→ recbit : W1

5. ¬(recack∧ (bit = n)→ K̂R
S KR (bit = n)) : w1

6. recack : w1 5α
7. bit = n : w1 5α
8. ¬ K̂R

S KR (bit = n) 5α
9. recack→ recbit : (OR

1 ,w1) 4ν
10. KS recack : w1 1,6β
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11. KS (bit = n) : w1 2,7β
13. ¬KR (bit = n) : (sr1,w1) 8π
14. ¬(recbit∧ (bit = n)) : (sr1,w1) 3,13β
15. recack : (S1,w1) 10ν
16. bit = n : (S2,w1) 11ν
17. ¬recbit : (sr1,w1) 14,16β
18. recbit : (sr1,w1) 9,15β
19. × 17,18PNC

The only step that deserves some attention is step 18. This step is the consequence of
a β -rule on 9 and 15. The labels of the relevant formulas are (OR

1 ,w1) and (S1,w1).
Normally such labels do not unify, and the β -rule would not be applicable. However,
thanks to the presence of (sr1,w1) in the tree, the labels of 9 and 15 do σL

DIS-unify.

5 Conclusions

In this paper we presented a tableaux-based system for proving properties of a sys-
tem whose properties can be expressed in an epistemic-deontic language. The tableaux
system was used to prove properties about variations of the bit transmission prob-
lem, a widely explored protocol to reason about information exchange in communi-
cation protocols. The results obtained confirmed results obtained by model checking
techniques presented elsewhere [11]. Further work involves an implementation of this
method so that experimental results based on larger scenarios can be evaluated.
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Abstract. Logics of knowledge have important applications for reason-
ing about security protocols and multi-agent systems. We extend the
semantics for the logic of necessity with local propositional quantifica-
tion L

( ,∃,∃1,...∃k)
introduced in [4] to allow reasoning about knowledge

in more general (non-hierarchical) systems. We show that these new se-
mantics preserve the properties of knowledge in a multi-agent system,
give a significant and useful increase in expressivity and most impor-
tantly, have a decidable satisfiability problem. The new semantics inter-
pret propositional (local and non-local) quantification with respect to
bisimulations, and the satisfiability problem is shown to be solvable via
an embedding into the temporal logic, QCTL.

1 Introduction

Logics of knowledge [5] have important applications for reasoning about security
protocols and multi-agent systems. Such a logic allows you to formalize what
facts (represented by propositions) are known by which agents or whether one
agent knows if another agent knows (or considers possible) some fact. Formal-
izations of knowledge also allow us to to represent such notions as common
knowledge (every agent knows, and every agent knows every agent knows, and
so on), and distributed knowledge (what a group of agents could infer if they
shared their knowledge). Propositional quantification in modal logics [6, 9] has
often been considered as a way of increasing expressivity.

Recently several extensions have been investigated which allow quantification
of propositions. This allows us to reason about an agent’s knowledge indepen-
dent of individual propositions. Being able to quantify over propositions (so that
they represent arbitrary facts) allows us to examine and verify protocols indepen-
dent of the context. However the resulting increase in expressive power extends
much further and, in the most general case, the language has been shown to be
highly undecidable. This problem has been addressed in several ways, including
by weakening the properties of knowledge and by enforcing various semantic
structures on the knowledge of agents.

In this paper we present a third approach. Rather than restricting any se-
mantic properties of the system, we generalize the notion of propositional quan-
tification to apply to bisimulations of the model. We show that interpretations of
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knowledge, common knowledge and distributed knowledge are unaffected by this
change. Furthermore the resulting language will be shown to be decidable. This
is significant as it allows us to express a wide range of second order properties
which are of practical value (for example “agent 1 knows strictly more than agent
2 and 3 combined”), whilst avoiding any undecidable second-order properties.
To the author’s knowledge, this combination of expressivity and decidability is
not present in any previous languages.

This paper will be organized as follows. We will first introduce the basic logic
of knowledge, its syntax and semantics. We will then generalize this to a logic of
local propositions [3]. The new notion of quantification will be introduced and
we will show that interpretations of knowledge are invariant under this change.
We will discuss several formalizations of these semantics and show they are
equivalent. We will also explore the expressive power of the language. The next
part of the paper will present a proof of decidability for the language. This proof
will require us to examine the temporal logic QCTL (since the satisfiability
problem is reduced to the satisfiability problem for QCTL). This language is
shown to be decidable in [8]. We will prove that this reduction is both sound
and correct.

2 The Language

The language LCD
k , for some natural number k, can express properties of knowl-

edge for k agents and is built from the following abstract syntax:

α := x ∈ V | α1 ∧ α2 | ¬α | Kiα | CGα | DGα

where i is the label of an agent and ranges from 1 to k, and G ⊆ {1, ...k}
represents a set of agents. The interpretations of these formulas are as follows:

– x ∈ V are the propositional variables. These are used to represent properties
of the system.

– ∧ and ¬ are the standard boolean operators.
– Kiα represents the statement, “agent i knows α is true”.
– CGα represents the statement, “it is common knowledge to all agents in G

that α is true”
– DGα represents the statement, “if all the agents in G were to combine their

knowledge, they would be able to deduce α”.

For details on common semantics for logics of knowledge see [5] We assume
that each agent has a set of possible states, and each of these states correspond
to a partition of the set of possible worlds. An agent, i, cannot distinguish two
worlds if the agent’s local states in those two worlds are the same (the worlds
are i-local).

We suppose that each agent, i, has a set of local states Li. Rather than using
a distinct label for each world, we let each world be a tuple of agent’s local
states, along with the set of propositions that are true at that world. We say
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w = (w0, w1, ..., wk) is a world where w0 ⊆ V and for each i, wi ∈ Li. The model
M,w is simply a set of worlds, with one world specified as “this world”, (i.e.
M ⊆ ℘(V)×L1× ...×Lk) and we define the satisfiability of a formula at a given
world, w, as follows:

M,w |=K x⇐⇒ x ∈ w0 (1)
M,w |=K ¬α⇐⇒M,w �|=K α (2)

M,w |=K α ∧ β ⇐⇒M,w |=K α and M,w |=K β (3)
M,w |=K Kiα⇐⇒M,w′ |=K α for all w′ where wi = w′

i (4)
M,w |=K CGα⇐⇒M,w′ |=K α for all w′ where w ∼=G w′ (5)
M,w |=K DGα⇐⇒M,w′ |=K α for all w′ where ∀i ∈ G,wi = w′

i, (6)

where w ∼=G w′ is the smallest relation recursively defined by

w ∼=G w′ ⇐⇒ w = w′ or ∃u ∈M, ∃i ∈ G such that wi = ui and u ∼=G w′.

We say α is a validity of LCD
k if M,w |= α for all models M,w, and α is

satisfiable if ¬α is not a validity. We will examine the semantic interpretation
for these operators in more detail in the following section.

3 Semantics for Propositional Quantification

We are now ready to introduce propositional quantification into the language
of local propositions. We could simply add propositional quantification to LCD

k ,
but this would unnecessarily complicate the language. We use the notion of local
quantifiers to express the properties of knowledge. These were introduced in [3].

The logic of quantified local propositions, (QLk
1 ) is as follows:

α := x ∈ V | α1 ∧ α2 | ¬α | ∃xα | ∃ixα | α.

The new operators are existential propositional quantification (∃), existential i-
local propositional quantification and necessity. The formula ∃xα states “ there
is an interpretation of the variable x that makes α true”; the formula ∃ixα states
“there is some interpretation of the variable x that is consistent with agent i’s
local state, and which makes α true”; and the formula α states “in all worlds
α is true”. We use ∃{x1, ..., xn}α as an abbreviation for ∃x1...∃xnα

This language appears to be very different from the language given above,
however we will show that every formula of LCD

k is expressible in QLk. To give
the formal semantic interpretations of the operators , ∃ and ∃i we will require
the following definition.

Definition 1. Given some model M,w we say a model M ′, w′ is an X-variant
of M if there is some relation B ⊆M ×M ′ such that
1 While the language is identical to L

( ,∃,∃1,...∃k)
of [3], we will use QLk so as to

distinguish the semantics.
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1. ∀u ∈M ∃u′ ∈M ′ with (u, u′) ∈ B, and ∀u′ ∈M ′ ∃u ∈M with (u, u′) ∈ B,
2. (w,w′) ∈ B, and
3. for all (u, u′) ∈ B

(a) u0\X = u′
0\X,

(b) ∀i ∈ I ∀v ∈M, ui = vi =⇒ ∃v′ ∈M ′ with (v, v′) ∈ B and u′
i = v′i,

(c) ∀i ∈ I ∀v′ ∈M ′, u′
i = v′i =⇒ ∃v ∈M with (v, v′) ∈ B and ui = vi.

Given i ∈ I we say M ′, w′ is an i-local X-variant of M,w if M ′, w′ is an X-
variant of M,w and for all x ∈ X, for all u′ ∈M ′, x ∈ u′

0 if and only if for all
v′ ∈ M ′ with v′i = u′

i we have x ∈ v′0. If M ′, w′ is a ∅-variant of M,w we say
that M ′, w′ is bisimilar to M,w.

Essentially, we allow quantification to not only apply to the given model,
but also to models that are bisimilar to the given model. Since the semantic
description of states forces all possibility relations in a model to be equivalence
relations, we can assume the basic axioms of knowledge are preserved. However
we should note that we are using a restricted set of bisimulations, since every
model is bisimilar to a tree. We are now able to give the semantic interpretations
for the new operators.

M,w |=L α⇐⇒M,w′ |=L α for all w′ ∈M

M,w |=L ∃ixα⇐⇒M ′, w′ |=L α where M is an i−local {x}−variant of M ,w
M,w |=L ∃xα⇐⇒M ′, w′ |=L α where M is an {x}-variant of M,w

Alternative semantic interpretations have been offered for logics of knowledge
with propositional quantification. In [3], two alternatives based on local propo-
sitions were considered. The first, referred to as the strong semantics considered
propositional quantification over a fixed set of worlds. That is

M,w |=S ∃xα⇐⇒M ′, w′ |=S α (7)

where for all w ∈ M there is some w′ ∈ M ′ such that w0\{x} = w′
0\{x}

and wi = w′
i for i > 0. These semantics were shown to be too strong, being

expressively equivalent to full second order logic.
In the same paper, a set of weak semantics were also considered. We will

not go into the formal definitions here, but the basic idea was to restrict the
interpretation of atoms over sets of worlds. This interpretation was shown to be
unable to fully express the knowledge operators required by logics of knowledge.

Finally in [4], a restricted version of the strong semantics were considered
where the knowledge relations formed linear hierarchy. That is, for any pair of
agents, one knew strictly more than the other. This language was shown to be
decidable, and in the same paper a complete axiomatization was given.

The main advantage of the semantics presented here is that we are now able
to reason about non-linear hierarchies of knowledge, without losing decidability
or any of the necessary expressiveness.
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4 Definability

The logic QLk combines the power of logics of knowledge with propositional
quantification. We will first show that our intuitions of propositional quantifica-
tion are preserved. For example, if α is a validity, ∀xα should also be a validity,
(this follows trivially from the definition), and if the atom, x, does not appear
in α then α→ ∀xα should be a validity. This follows form the following lemma.

Lemma 1. Suppose that (M,w) is a model, and (N, v) is a model bisimilar to
(M, v). The for all formulas α,

M,w |=L α⇐⇒ N, v |=L α. (8)

Proof. This can be shown by induction over the complexity of formulas. By
definition 1, we know w0 = v0, so the propositional case is trivial. Likewise the
inductive steps for ¬ and ∧ are trivial. The inductive steps for the quantifiers ∃
and ∃i follow directly from the fact that bisimilarity is an equivalence relation.
This leaves the operator.

By the induction hypothesis we suppose for all bisimilar models M,w |=L α if
and only if N, t |=L α. The result follows from the first condition of definition 1,
which requires the relation to be defined for every element of M and every
element of N . If there were some u ∈ M such that M,u �|=L α, then by the
induction hypothesis there must be some v ∈ N where N, v �|=L α, and vice-
versa. Therefore M,w |=L α if and only if N, t |=L α and the proof is
complete.

It follows that the quintessential properties of propositional quantification
are retained in QLk. We will now show that the standard knowledge operators
can be expressed in QLk, and retain their semantic interpretation. As was shown
in [3], the formulas Ki(α), CG(α), and DG(α) can be expressed in terms of these
local quantifier and the operator. Let x, x1, ..., xk be variables that do not
appear in α.

Ki(α) = ∃ix(x ∧ (x→ α)) (9)

CG(α) = ∃x(x ∧
∧
i∈G

∃iy (y ↔ x) ∧ (x→ α)) (10)

DG(α) = ∃x[∃ixi]i∈G

[
(x ∧

∧
i∈G

xi) ∧ ((
∧
i∈G

xi)→ x) ∧ (x→ α)

]
(11)

We will now show that as with the semantics discussed in [3], the interpretation
of knowledge is retained.

Lemma 2. For every model M,w,

M,w |=K Kiα⇐⇒M,w |=L Kiα (12)
M,w |=K CGα⇐⇒M,w |=L CGα (13)
M,w |=K DGα⇐⇒M,w |=L DGα (14)
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Proof. Suppose that M,w |=K Kiα. Then for all worlds v ∈M , where v is i-local
to w, M, v |=K α. Let x be true at exactly these worlds, v. Then x is i-local so
M,w |= ∃ix(x ∧ (x→ α)).

Now suppose that M,w |=L Ki(α). Then there is some i-local x-variant,
(N, t), of (M, s) such that N, t |=L x ∧ (x → α). Therefore for every world
u ∈ N that is i-local to t, we must have x ∈ u0 and hence, N, u |= α. From
Lemma 1, it follows that for all v ∈ M , i-local to w, we must have M, v |= α
(since we assume that x is not a variable of α. Therefore M, v |= Kiα, and we
have shown the equivalence (12) holds.

We will omit the proofs of the following remaining two equivalences, as they
are similar.

We will now briefly consider the expressive power of our logic. From the above
proof, anything that is expressible in LCD

k is expressible in QLk. For examples of
the expressive power of LCD

k , see [5]. One of the significant advantages of QLk is
the power to reason about arbitrary hierarchies of knowledge. In the standard
logics of knowledge we can express concepts, such as “If agent i knows p is
true, then agent j knows p is true”, (i.e. Kip → Kjp). In QLk we can express
such properties independent of the proposition p, so the hierarchy applies to all
formulas expressible in the language, (i.e. ∀x(Kix → Kjx)). Furthermore, we
can reason about non-linear hierarchies of knowledge. The formula

∃x(K1x ∧ ¬D2,3x) ∧ ∃x(K2x ∧ ¬D1,3x) ∧ ∃x(K3x ∧ ¬D1,2x) (15)

expresses the property that there are three agents, and if any two agents were to
combine their knowledge, they would still not know strictly more than the third
agent. Such a property could be important for ensuring the security of shared
network resources, or the fairness of three player games.

5 Decidability

We can now present the proof of decidability for the language. We will do this
via a translation into the temporal logic QCTL [1, 2]. This is because the de-
cidability of QCTL is a very complicated result [8, 7], and we would like to
avoid repeating it. The proof of decidability for QCTL involves a new kind of
tree automata (amorphous Street tree automata) which act on ω-trees. (In fact,
they act on the set of bisimulations of an ω-tree). There is a deterministic trans-
lation from a formula α, of QCTL to an amorphous automata which accepts
exactly the models of α. Therefore the emptiness of the automata is equivalent
to the unsatisfiability of α. Since the emptiness of an amorphous automata can
be determined, this solves the satisfiability for QCTL.

The decidability process described above is particularly appropriate for
QCTL since trees are a natural model for branching temporal logics. However
the models of QLk involve multiple equivalence relations interacting in an ar-
bitrary manner, so it is not immediately apparent how we could define such
a translation. The answer comes from the expressive power of QCTL. Every
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model of QLk can be “untangled” along the relations to give an ω-tree. We will
find that QCTL has the expressive power to interpret formulas on this tree with
respect to the original structure. That is every relation can be syntactically “en-
tangled” back into an equivalence relation. This way we simplify the semantic
specification of a formula, but increase the complexity of the syntax to preserve
validities in the language.

We will now briefly describe the logic QCTL. The syntax is given as

α ::= x | ¬α | α1 ∨ α2 | AXα | AGα | ∃xα (16)

The formula AXα, states that alpha is true at the next moment of time for
all possible futures, AGα states that α is true for all moments of time from here
on, regardless of future. The abbreviations ∧,→,↔ are defined as usual, and we
define EXα to be ¬EX¬α, EGα to be ¬AF¬α and EFα to be ¬AG¬α. To give
the semantics for CTL∗ we define V-labeled Kripke frames:

Definition 2. A Kripke frame is a tuple (S,R) where

1. S is a nonempty set of states, or moments.
2. R ⊆ S2 is a total binary relation.

A V-labeled Kripke frame is a Kripke frame with a valuation π : S −→ ℘(V).

Let T = (S,R, π) be a V-labeled Kripke frame, and let R∗ be the reflexive,
transitive closure of R. We interpret a formula α of QCTL with respect to a V-
labeled Kripke frame T and a state s ∈ S. We write T, s |= α where:

T, s |=T x⇐⇒ x ∈ π(s)
T, s |=T ¬α⇐⇒ T, s �|=T α

T, s |=T α ∨ β ⇐⇒ T, s |=T α or T, s |=T β

T, s |=T AXα⇐⇒ for all t where (s, t) ∈ R, T, t |=T α

T, s |=T AGα⇐⇒ for all t where (s, t) ∈ R∗, T, t |=T α

T, s |=T ∃xα⇐⇒ there is some x-variant T ′, s′ of T, s where T ′, s′ |=T α.

For the semantic interpretation of ∃xα, we require the following definition:

Definition 3. Given X ⊆ V, (T, s0) = (S,R, π, s0) is an X-variant of (T ′, s′) =
(S′, R′, π′, s′0) if there exists some relation B ⊆ S × S′ with (s0, s

′
0) ∈ B and for

all (s, s′) ∈ B:

1. π(s)\X = π′(s′)\X.
2. For all t ∈ S such that (s, t) ∈ R, there exists t′ ∈ S′ with (s′, t′) ∈ R′ such

that (t, t′) ∈ B.
3. For all t′ ∈ S′ such that (s′, t′) ∈ R′, there exists t ∈ S with (s, t) ∈ R such

that (t, t′) ∈ B.
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We say α is a validity if for all models, (T, s), we have T, s |=T α, and α is
satisfiable if ¬α is not a validity. It is important to note that the truth of formulas
of QCTL with respect to a given model is invariant under bisimulation. As all
QCTL models are bisimilar to tree, from now one we will consider all models of
QCTL to be trees where the relation R acts as the parent-child relation.

The definitions of x-variant are quite similar for QCTL and QLk. They both
use the basic idea of a bisimulations [10, 11] to access the power of propositional
quantification whilst abstracting out the non-modal properties of the model. For
more details on QCTL see [7].

Our approach will involving translating the satisfiability problem for a for-
mula of QLk into the satisfiability problem for a formula of QCTL. We must
first describe the translation, and secondly show that it preserves satisfiability
and unsatisfiability. Let ML be the set of models for QLk and let MT be the
set of models for QCTL.

Definition 4. Given some formula α, we define translation φ : ML −→ MT

as follows: Let Iα = {x1, ...xk} be a set of propositions not appearing in α. Given
(M, s) ∈ ML Let (M, s)φ be the model (S,R, π, s) where

– S = {sw | w ∈M∗} ⊆M∗.
– π(s) = s0
– For all tu ∈ S where t ∈ S and u ∈ M , for all v ∈ M , π(tuv) = (v0\Iα) ∪
{xi | ui = vi}.

– R = {(t, tu) | t ∈ S, u ∈M}.

The QCTL model (M, s)φ is similar to the model (M, s), except where (M, s)
has k different relations, (M, s)φ only has the one. To compensate for this each
node is labeled with the propositions Iα, which indicate which local states a node
shares with its parent.

We will now define a syntactic translation ∗ on QLk, such that α is satisfiable
for QLk if and only if α∗ is satisfiable for QCTL. Essentially what we are doing
is untangling the semantics of QLk to be represented by a tree, and entangling
the syntax of QLk to retain the necessary properties of knowledge.

Definition 5. We define the translation ∗ : QLk −→ QCTL in several stages.
Let α be some formula of QLk and we define Vα = {yβ|β ⊆ α} where for each
sub-formula β ⊆ α, yβ is some variable not appearing in either α or Iα. For
each sub-formula β of α we define β′ recursively as follows:

x′ = AG(yx ↔ (x))
(¬γ)′ = AG(yβ ↔ ¬yγ) ∧ γ′

(γ1 ∧ γ2)′ = AG(yβ ↔ (yγ1 ∧ yγ2)) ∧ γ′
1 ∧ γ′

2

( γ)′ = AG(yγ)↔ AG(yβ) ∧ EF(yβ)→ AG(yγ) ∧ γ′

(∃xγ)′ = ∃x(AG(yβ ↔ yγ) ∧ γ′)
(∃ixγ)′ = ∃x(γ′ ∧ AG((x→ AX(xi → x)) ∧ (EX(xi ∧ x)→ x) ∧ (yβ → yγ)))

Finally let α∗ = ∃Vα(α′ ∧ yα).
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This definition implements the semantic interpretations for each operator. The
states at which any sub-formula, β, is true is marked with the proposition yβ

and any sub-formula referring to β is then interpreted with respect to that
proposition. This allows us to implement the semantic interpretation for QLk.
Particularly, the operators of QCTL are naturally anti-symmetric, irreflexive,
and transitive, so the concept of an equivalence relation is enforced in the trans-
lation of ∃ixβ, which considers all states in the model which can be reached by
passing only through states with xi in their label.

Lemma 3. M, s |=L α =⇒ (M, s)φ |=T α∗.

Proof. We first must show that for all β ⊆ α, the formula β′ is satisfiable for
QCTL. This can be shown by induction. This is trivial in the case that β ∈ V , so
suppose β = Oγ, where O is some operator, and γ′ is satisfiable. Then β′ simply
dictates that the interpretation of yβ is defined with respect to the semantic
interpretation of O and yγ . Since propositional quantification is interpreted with
respect to bisimulations for QCTL, it follows that α′ is not only satisfiable, but
also ∃Vαα

′ is a validity.
Let (M, s)φ = (S,R, π, s). We must show that if (M, s)φ |=L α′, then for all

β ⊆ α, M,u |=L β if and only if yβ ∈ π(wu) (where w ∈ M∗, u ∈ M). Again,
this can be shown by a simple induction over the complexity of α where the base
case (β ∈ V) is trivial, as are the cases for ¬, ∧ and ∃x.

The leaves the operators and ∃i, so suppose that for all models, M, s, for
all u ∈M , M, t |=L β then yβ ∈ π(wu). In the case of β, M, s |=L β if and
only if β is true at every world in M . By the induction hypothesis it follows that
yβ ∈ π(u) for all u ∈ M . As the definition of ( β)′ defines the interpretation
of y β with respect to the entire tree it follows that if M,u |=L β then
y β ∈ π(wu).

In the case of ∃ixβ, M, s |=L ∃ixβ if and only if there is i-local x-variant,
(N, t), of (M, s) such that N, t |=L β. We state without proof (though it is easy
to show) that if (N, t) is an i-local x-variant of (M, s), then (N, t)φ is an x-
variant of (M, s)φ. From the induction hypothesis (N, t)φ |=T yβ . The definition
of φ will ensure that all worlds which share an i-local state will be mapped to
a subtree, upon which xi is always true. The definition of (∃ixβ)′ will ensure
that the interpretation of x will not vary on this subtree. Therefore (N, t)φ is an
x-variant of (M, s)φ which satisfies

(γ′ ∧AG((x→ AX(xi → x)) ∧ (EX(xi ∧ x)→ x) ∧ (yβ → yγ))), (17)

and it follows from the definition of an x-variant that for all u ∈M , if M,u |=L

∃ixβ, then y∃ixβ ∈ π(wu).
This completes the induction, so it follows that if M, s |=L α, then (M, s)φ |=T

α′ implies that yα ∈ π(s) completing the proof.

We now know that if α is satisfiable, then α∗ is also satisfiable. To prove
that the satisfiability problem for QLk is decidable, we must also show that if
α∗ are satisfiable in QCTL, then α is satisfiable in QLk. To do this we will show
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that from any QCTL model that satisfies α∗ we can generate a QLk model that
satisfies α. We first define a map from MT to ML.

Definition 6. We define the translation κα : MT → ML as follows. We sup-
pose that there are a set of atoms Iα not appearing in α, that agree with the set
of atoms used in the translation ∗, and T, s = (S,R, π, s) is a model of QCTL.

We define a function κ : S → ℘(V)× Sk recursively by

– κ(s) = (π(s), s, ..., s)
– If κ(t) = (a, τ1, ..., τk), and (t, u) ∈ R, then κ(u) = (π(u), σ1, ..., σk) where

for all i ∈ I,
• if xi ∈ π(u) then σi = τi

• if xi /∈ π(u) then σi = u.

We let κ(S) be the range of κ, and define κα(T, s) = (κ(S), κ(s)).

This translation essentially builds up a QLk model by taking the reflexive,
symmetric, transitive closure of the relations represented by the atoms in Iα.

Lemma 4. T, s |=T α∗ =⇒ κα(T, s) |=L α.

Proof. Suppose that (T, s) |=T α∗ and Vα = {yβ|β ⊆ α}. Then there is a Vα-
variant, T ′, s′ of T, s such that T ′, s′ |=T α′ ∧ yα. We state the following fact
without proof:

If (M, s) and (N, t) are bisimilar models of QCTL, then κ(M, s) is bisim-
ilar to κ(N, t) with respect to QLk.

This is easy to see from the construction of κ. Since the atoms of Vα do not
appear in α, it is enough to show that

T, s |=T α′ ∧ yα =⇒ κ(T, s) |=L α. (18)

This is shown by induction over the complexity of α. Specifically, we will show for
all models (T, s), for all t ∈ S, if T, s |=T α′ and yβ ∈ π(t), then κ(S), κ(t) |=L β.
This is trivial for β ∈ V (the base case), and the inductive steps for ¬, ∧ and
∃x are easy to show (noting that α′ → β′ is a validity for all β ⊆ α).

So suppose that for all models,(T, s), for all t ∈ S, if T, s |=T α′ and yβ ∈ π(t),
then κ(S), κ(t) |=L β. For the necessity operator, suppose that y β ∈ π(t) for
some t. By the definition of β′, we see that y β ∈ π(t) for all t ∈ S. By the
induction hypothesis we must have κ(S), κ(t) |=L β.
For the local quantifier, ∃i, suppose that y∃ixβ ∈ π(t) for some t. Therefore there
is some x-variant, (T ′, s′), of (T, s) such that yβ ∈ π(t′), where (t, t′) ∈ B, for
some bisimulation, B, defined by the x-variant. By the definition of ∃ixβ)′, we
see that the interpretation of x cannot change from one node to its successor if
xi is true at it’s successor. From the definition of κ, we see that x will be i-local
in κ(M ′, s′). Applying the induction hypothesis we have κ(S′), κ(t′) |=L β, and
by applying the fact stated above, κ(S), κ(t) |=L ∃ixβ.

This completes the induction and (18) follows.
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Theorem 1. The satisfiability problem for QLk is decidable.

Proof. This follows trivially from the above lemmas. Given any formula α, sat-
isfiable in QLk, we can compute the formula α∗, and decide demonstrate the
satisfiability in QCTL, via Lemma 3 and the decision procedure for QCTL. If
α is not satisfiable in QLk by Lemma 4 it is enough to show that α∗ is not
satisfiable in QCTL.

6 Conclusion

In this paper we have presented an effective interpretation for logics of knowledge
with propositional quantification. We have briefly looked at the expressive power
of such a logic, and shown how we can express a wide range of useful second-order
properties. Most importantly, we have achieved this gain in expressivity without
sacrificing the decidability of the logic. The decidability of QLk was shown via
a translation to QCTL. From this translation we can see that the decision process
presented is infeasible for automated reasoning. We also note that the language
QCTL has a polynomial translation into the language QLk, and the satisfiability
problem for QCTL is known to be non-elementary [8], i.e. the decision procedure
is optimal. This does not mean that the logic is of no use. Its expressive power,
and the fact that it is decidable, suggest that it is valuable for formalizing the
specification of systems. Automating reasoning could be effectively applied to
sub-languages, and axiomatizations could be found to assist reasoning about
systems and verification of protocols.

One of the main avenues for future work is to find an axiomatization of
QLk working from the foundation laid in [4]. The other area for future work is
applying the above decision procedure to a more general class of logics. The pro-
cess of semantic untangling and syntactic entangling appears to have potential
for generating a large class of propositionally quantified multi-modal logics. Fur-
thermore, interpreting propositional quantification with respect to bisimulations
will maintain the natural abstractions of the modal logics.
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Abstract. The introduction of explicit notions of rejection, or disbelief,
in logics for knowledge representation can be justified in a number of
ways. Motivations range from the need for versions of negation weaker
than classical negation, to the explicit recording of classic belief contrac-
tion operations in the area of belief change, and the additional levels of
expressivity obtained from an extended version of belief change which
includes disbelief contraction. In this paper we present four logics of dis-
belief which address some or all of these intuitions. Soundness and com-
pleteness results are supplied and the logics are compared with respect
to applicability and utility.

1 Introduction

The introduction of explicit notions of belief rejection or disbelief into logics for
knowledge representation can be justified in a number of ways. One is found in
the research area of belief change [1, 5]. Classical belief change recognises two
basic operations on the beliefs of an agent: revision, where the aim is to incorpo-
rate a new belief into an agent’s belief state while still maintaining consistency,
and contraction, where an agent needs to discard one of its beliefs while trying to
retain as many of its remaining beliefs as possible. The argument for introduc-
ing explicit disbeliefs into the object language of choice is that belief contraction
should be seen as a belief change operation on par with revision, and not just as
an intermediate step for performing revision. The following example, based on
an example in [3], but originally found in [6], illustrates the point.1

Example 1. Consider the situation where an agent revises its current (empty)
belief base with p→ q, then contracts with q, and then revises with p. In a frame-
work which caters for the explicit representation of beliefs only, the principle of
1 Observe that this is an example of base change [4, 10, 13].
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informational economy dictates that there is only one result for this sequence of
base change operations: the set {p→ q, p}. Since the representational framework
does not allow for the explicit recording of the contraction of q, the choice of
permissible outcomes is skewed in favour of revision operations. Contrast this
with a situation in which disbelieving a sentence φ can be represented in the
object language as a sentence of the form φ. In this case the sets {p→ q, q} and
{q, p} will be acceptable outcomes as well.

In the example above, classical belief contraction is equated with disbelief re-
vision. But the extended version of belief change in which it is also possible to
perform contraction with disbeliefs has no equivalent in classical belief change.
The contraction of disbeliefs provides for a particularly interesting class of op-
erations if disbeliefs are thought of as guards against the introduction of certain
beliefs, in the spirit of default logic [12]. Disbelief contraction corresponds to the
removal of such a guard, which might then trigger the addition of previously
suppressed beliefs into the current belief set of an agent. An adequate modelling
of this type of extended (dis)belief change requires some level of interaction be-
tween beliefs and disbeliefs, something which has not been dealt with adequately
in the literature. It also presupposes a consequence relation which handles dis-
beliefs appropriately, since it allows for contraction with disbeliefs which are
consequences of previously asserted disbeliefs.

Another motivation for the introduction of disbeliefs is that it allows us to
reason about rejected beliefs and their consequences [14, 7, 8]: in many situations
it makes more sense to adopt a “negative stance”, to reason about how to reject
new beliefs on the basis of rejecting old ones. Under these circumstances the
focus is on the provision of an appropriate consequence relation with regard to
disbeliefs. Yet another motivation for an explicit representation of disbeliefs is
that it can be viewed as a weaker version of classical negation. The value of
such an additional version of negation is that it enables us to resolve well-known
paradoxes of belief such as the lottery paradox.

Example 2. Given a finite number of lottery tickets issued in a particular week,
I express doubt about the possibility of any individual ticket winning the lottery,
although I do believe that exactly one of these tickets will win the lottery.

The lottery paradox would be resolved by replacing classical negation (I believe
the claim that ticket number 113 will not win the lottery) with the much weaker
notion of disbelief (I disbelieve the claim that ticket number 113 will win the
lottery). This should not be seen as an ad hoc response to a particular paradox
of belief. To the contrary, such a weaker version of negation is prevalent in many
practical situations. Here is another example.

Example 3. I have two very good friends, Agnetha and Björn, who are the only
suspects in the murder of my friends Annifrid and Benny. I refuse to believe that
Agnetha was able to commit the murder (represented as the disbelief a), and
similarly for Björn (represented as the disbelief b). Yet, the evidence compels me
to believe that one of them committed the crime (represented as a ∨ b).
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The challenge is to provide a formal definition of disbelief so that sentences of
the form φ can be regarded as a legitimate way of negating φ, while at the same
time ensuring the consistency of sets like {φ, ψ, φ∨ψ}. In this paper we present
four logics of belief and disbelief. Two of these, WBD and GBD have been
used implicitly in work on disbelief, but not in the form of a logic of belief and
disbelief. The first, WBD, has a very weak notion of consequence with regard
to disbeliefs. It has been used for the explicit recording of belief contraction
operations in [3, 6]. It provides an extremely weak link between beliefs and
disbeliefs. The relation between beliefs and disbeliefs is made only via a notion
of consistency, and is done for the sole purpose of providing an accurate model
of classical belief contraction in terms of disbeliefs. The second logic, GBD,
was presented in [7, 8], albeit in a different form, and is a formalisation of the
idea that it is useful to reason about rejected beliefs and their consequences.
The notion of consequence, with regard to disbeliefs, associated with GBD is
stronger than that of WBD. We argue in section 4 that it is too strong. On
the other hand, the connection between beliefs and disbeliefs in GBD is just as
weak as in WBD. We argue that it needs to be strengthened.

The third logic, BD, is designed with the express intention of obtaining
a weaker version of classical negation. Its version of consequence with respect to
disbeliefs seems to be pitched at just the right level. It is weaker than the version
provided by GBD, but stronger than that of WBD. And unlike WBD and
GBD there is a strong and intuitively plausible connection between beliefs and
disbeliefs. Indeed, one of the consequences of the belief in a sentence ¬φ is that φ
will be disbelieved (that is, φ will hold), as befits a view of disbelief as a weaker
version of classical negation. It is our contention that BD is the most useful of
the logics introduced in this paper.

BN, the fourth and final logic to be discussed, takes matters a step further by
obtaining new beliefs from existing disbeliefs. In the process of doing so, disbelief
collapses into classical negation - disbelieving φ becomes equivalent to believing
¬φ - and BN becomes equivalent to classical logic in its level of expressivity.

1.1 Formal Preliminaries

We assume a classical propositional logic PL with a language LPL generated
from a (possibly countably infinite) set of propositional atoms, together with
the usual propositional connectives, and with ⊥ and + as canonical represen-
tatives of the set of contradictions and tautologies, respectively. V is the set
of classical valuations of PL. For φ ∈ LPL, M(φ) is the set of models of φ.
Classical deduction for PL is denoted by (PL. For any set X we denote the
powerset of X (the set of all subsets of X) by PX . Given a language L and
a consequence relation (X from PL to L we let CX(Γ ) = {α | Γ (X α} be the
consequence operation associated with (X . CPL denotes classical consequence
for propositional logic and satisfies the properties of Inclusion: X ⊆ C(X), Idem-
potency: C(X) = C(C(X)), Monotonicity: X ⊆ Y implies C(X) ⊆ C(Y ), and
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Compactness: if φ ∈ C(X) then φ ∈ C(Y ) for some finite subset Y of X .2 An
operation C from PL to PL is a Tarskian consequence operation iff it satisfies
Inclusion, Idempotency and Monotonicity.

2 A Language for Beliefs and Disbeliefs

The language L on which we base all of the logics to be presented is a simple
extension of LPL. For each potential belief φ, expressed as a sentence of LPL,
there is a corresponding potential disbelief φ.

Definition 1. L = LB ∪ LD, where LB = LPL is the set of potential beliefs
and LD = {φ | φ ∈ LPL}, the set of potential disbeliefs. An information set Γ
is any subset of L. The beliefs in Γ are defined as ΓB = LB ∩ Γ . The disbeliefs
in Γ are defined as ΓD = LD ∩ Γ .

We use φ and ψ to denote potential beliefs and α and β to denote arbitrary
sentences of L (potential beliefs and disbeliefs). The language L is fairly re-
strictive in the sense that − is not viewed as a propositional connective. Thus,
for example, we cannot construct sentences of the form p ∨ q. The reason for
this is twofold. Firstly, in many (but not all) motivations for the introduction
of disbeliefs, such a level of expressivity is simply not necessary. Secondly, this
paper should be seen as a first step towards a description of logics of belief and
disbelief. Our intention is to treat − as a full-blown ‘propositional’ connective in
future research.

3 The Logic WBD

Our first logic is relatively weak in terms of the consequences of explicit disbe-
liefs. The motivation for the introduction of WBD is primarily for the explicit
expression of classical belief contraction as in [6, 3], albeit implicitly. A proof
theory for WBD is obtained from the following three inference rules.

(B) If ΓB (PL φ then Γ ( φ
(D⊥) If φ (PL ⊥ then Γ ( φ
(WD) If ψ ∈ ΓD and φ (PL ψ then Γ ( φ

(B) is a supraclassicality requirement. (D⊥) requires that contradictions always
be disbelieved, analogous to the case of tautologies always being believed. (WD)
requires that disbelieving a sentence ψ leads to a disbelief in all those sentences
classically stronger than ψ.

Definition 2. In WBD, α can be deduced from an information set Γ , written
as Γ (WBD α, iff (Γ, α) is in the smallest binary relation from PL to L closed
under (B), (D⊥), and (WD).

2 Instead of taking PL as our “basic logic” we can work with any logic whose associated
consequence relation satisfies these four properties.
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Observe that beliefs and disbeliefs are completely decoupled in WBD. In par-
ticular, WBD satisfies the following two properties which show that disbeliefs
and beliefs are only derivable from the set of disbeliefs and beliefs respectively:

(B �→D) ∀Ω ⊆ LB and φ ∈ LB, Γ ( φ iff ΓD ∪Ω ( φ
(D�→B) ∀Δ ⊆ LD and φ ∈ LB, Γ ( φ iff ΓB ∪Δ ( φ

Proposition 1. (WBD satisfies (B�→D) and (D �→B).

The only way in which beliefs and disbeliefs are related in WBD is by way of
the notion of WBD-inconsistency.

Definition 3. Γ is WB-inconsistent iff ΓB (WBD ⊥, and is WD-inconsistent
iff ΓD (WBD +. Γ is WBD-inconsistent iff Γ (WBD φ and Γ (WBD φ for
some φ ∈ LB.

Note that WBD has a well-behaved Tarskian consequence operation:

Proposition 2. CWBD satisfies Inclusion, Idempotency, Monotonicity, Com-
pactness.

We now turn to a semantics for WBD. A useful intuition is to think of the
beliefs in Γ as the information an agent has acquired on its own, and each
disbelief φ as information it has obtained from a different source, informing it
that φ does not hold. The agent has more faith in its own capabilities than in
those of its sources, and information obtained from its sources is therefore seen
as less reliable. The information obtained from a specific source is independent
of the beliefs of the agent and the information obtained from other sources.
A model for WBD consists of a set of valuations, corresponding to the worlds
that the agent regards as possible, together with a set of sets of valuations, with
each element of this set corresponding to the worlds that a particular source of
the agent regards as possible. A potential belief is satisfied in a model if it is
true in all the worlds that the agent regards as possible, and a potential disbelief
φ is satisfied in a model if at least one of the sources regards φ as impossible.
Satisfaction is denoted by �.

Definition 4. A WBD-modelM is an ordered pair (M,N ) where M ⊆ V and
∅ ⊂ N ⊆ PV . For φ ∈ LB, M � φ iff M ⊆ M(φ). For φ ∈ LD, M � φ iff
∃N ∈ N such that N ⊆M(¬φ).

In a WBD-model M = (M,N ), M represents the models of the beliefs of the
agent, and each N ∈ N represents the models of a sentence that the source
associated with N holds to be possible. We require an agent to have at least one
source of information. That is, we require thatN �= ∅. Entailment for WBD (de-
noted by �WBD) is then defined in the normal model-theoretic fashion.

Definition 5. M � Γ iff M � α ∀α ∈ Γ . Γ �WBD α iff M � α for every
WBD-model M s.t. M � Γ .

It turns out that the logic WBD is sound and complete.

Theorem 1. Γ (WBD α iff Γ �WBD α, for all α ∈ L.
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Based on the semantics of WBD we can also define appropriate notions of
(un)satisfiability which, via Theorem 1, can be shown to coincide with
inconsistency.

The logic WBD is, essentially, the logic on which the work in [6, 3] is based.
Both argue for an explicit expression of disbeliefs in order to maintain a record
of belief contraction. Although WBD seems adequate for this purpose, two crit-
icisms can be levelled at it: the extreme weakness of the notion of consequence
associated with disbeliefs, and the complete decoupling of beliefs and disbeliefs.
These weaknesses become apparent in scenarios where it is appropriate to per-
form various belief change operations on beliefs as well as disbeliefs. So, while
contracting with a belief might correspond to revising with a disbelief, contract-
ing with a disbelief has no equivalent in classical belief change. And such an
operation is useful if disbeliefs are thought of as guards against the introduc-
tion of certain information, in the spirit of default logic [12]. The removal of
such a guard might then trigger the addition of beliefs into an agent’s current
belief set. An adequate modelling of this type of extended (dis)belief change re-
quires some level of interaction between beliefs and disbeliefs. It also presupposes
a consequence relation which handles disbeliefs appropriately, since it allows for
contraction with disbeliefs which are consequences of previously asserted disbe-
liefs. In section 4 we consider an attempt to rectify the weakness of consequences
derived from disbeliefs. In section 5 we address this issue, and also consider the
the provision of a link between beliefs and disbeliefs.

4 The Logic GBD

One way to address the weakness of the consequences to be derived from dis-
beliefs is to regard consequence, with respect to disbeliefs, as the exact dual of
consequence with respect to beliefs. This is the approach in [8] where, interest-
ingly enough, the reason for defining such a logic is to define disbelief change.

Let ΓD = {¬φ | φ ∈ ΓD} and consider the following rule:

(GD) If ΓD (PL ¬φ then Γ ( φ

(GD) requires that the consequences of disbeliefs be the exact dual of classi-
cal consequence. The proof theory for the logic GBD is then obtained from
WBD by replacing (WD) with (GD).

Definition 6. In GBD α can be deduced from an information set Γ , written
as Γ (GBD α, iff (Γ, α) is in the smallest binary relation from PL to L closed
under (B), (D⊥), and (GD).

GBD also has a complete decoupling of beliefs and disbeliefs, as the following
proposition shows.

Proposition 3. (GBD satisfies (B�→D) and (D �→B).

Like WBD, GBD has a well-behaved Tarskian consequence operation.

Proposition 4. CGBD satisfies Inclusion, Idempotency, Monotonicity and
Compactness.
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The logic GBD satisfies the following property, which was proposed in [7].

(Rej) If Γ ( ψ and Γ ( ¬(φ→ ψ) then Γ ( φ

Proposition 5. GBD satisfies (Rej).

(Rej) can be thought of as a version of the inference rule Modus Tollens. In
fact, if disbelief is replaced with classical negation, (Rej) coincides exactly with
Modus Tollens.

The three versions of inconsistency for GBD are defined as for WBD.
Definition 7. Γ is GB-inconsistent iff ΓB (GBD ⊥. Γ is GD-inconsistent iff
ΓD (GBD +. Γ is GBD-inconsistent iff Γ (GBD φ and Γ (GBD φ for some
φ ∈ LB.
Observe that beliefs and disbeliefs are related only by GBD-inconsistency.

A semantics for GBD is obtained by considering only those WBD-models
in which N has a single element. Intuitively, all disbeliefs are obtained from
a single source. This ensures that disbeliefs can be combined to obtain new
disbeliefs, which allows for a stronger notion of consequence regarding disbeliefs.
GBD-entailment is defined as for WBD.
Definition 8. A GBD-model is an ordered pair M = (M,N) where M,N ⊆
V . For φ ∈ LB, M � φ iff M ⊆ M(φ). For φ ∈ LD, M � φ iff N ⊆ M(¬φ).
M � Γ iff M � α ∀α ∈ Γ . Γ �GBD α iff M � α for every GBD-model M s.t.
M � Γ .
The logic GBD is sound and complete.
Theorem 2. Γ (GBD α iff Γ �GBD α, for all α ∈ L.
The crucial difference between WBD and GBD is that GBD combines disbe-
liefs to obtain new disbeliefs, which allows for a much stronger notion of con-
sequence with respect to disbeliefs. In particular, GBD satisfies the following
property:

(D∨) If Γ ( φ and Γ ( ψ then Γ ( φ ∨ ψ

Proposition 6. GBD satisfies (D∨).

Such a property is undesirable for a notion of disbelief. Since disbelief is not
intended to be equivalent to classical negation, it is reasonable to require that it
be possible to express notions not expressible in classical logic. One of these is
agnosticism, in which an agent refuses to commit to a potential belief or its nega-
tion. Formally, this amounts to both φ and ¬φ being consequences of a consistent
information set Γ . But if the consequence relation satisfies (D∨), it means that
the agent is forced to accept φ ∨ ¬φ, and therefore + as well. Disbelieving a tau-
tology amounts to GD-inconsistency. It is the analog of classical inconsistency
(believing the negation of the tautology), but with classical negation replaced
by disbelief. If agnosticism in the sense described above leads to inconsistency
with respect to disbeliefs, it is an indication that the consequence relation for
GBD is too strong to account for a proper treatment of disbeliefs. We now
consider a logic which seems to be pitched at the right level in this regard.
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5 The Logic BD

In this section we introduce a logic in which there is interaction between beliefs
and disbeliefs. Disbelief is seen as a weaker notion of classical negation. As
a result, believing the negation of a sentence also results in disbelieving that
sentence, although the converse relationship does not hold. Interestingly enough,
this coupling of beliefs and disbeliefs comes about as a result of the introduction
of the following inference rule, which looks like a simple strengthening of the
consequence relation with respect to disbeliefs.

(D) If Γ ( ψ and ΓB ∪ {φ} (PL ψ then Γ ( φ

(D) requires that disbelieving a sentence ψ also leads to a disbelief in those
sentences classically stronger than ψ, but with respect to ΓB . Observe that (WD)
is the special case of (D) where ΓB = ∅. The difference between the rules (GD),
(WD) and (D) is perhaps best brought out through an example:

Example 4. Consider our earlier example of the murder mystery. Then (WD)
commits me to the following: If I refuse to believe that Agnetha killed Annifrid
and Benny, then I also refuse to believe that Agnetha and Björn killed them (a
similar commitment is enforced by (D) and (GD)). However, in addition, (D)
commits me to: If I believe that Agnetha is a Swede, I believe that if you killed
Annifrid and Benny then you are a murderer, and I refuse to believe that a Swede
can be a murderer, then I also refuse to believe that Agnetha could have killed
Annifrid and Benny. This argument cannot be made with either (WD) or (GD).
To further illustrate the difference, consider what (GD) requires us to infer in the
lottery example. Consider for the time being, a version with just two tickets. I
believe that exactly one of t1 or t2 will win the lottery; I refuse to believe that t1
wins the lottery and similarly for t2. Then (GD) compels me to refuse to believe
that exactly one of the two will win. Therefore I end with a contradiction. In
contrast, (D) and (WD) do not require such a commitment.

From the example above it should be clear that both (D) and (GD) are stronger
than (WD). Furthermore, as the second part of the example makes clear, since
(D) is stronger than (WD), some conclusions obtained from the former will not
be obtainable from the latter, but others will. The example provided is one of
those obtainable from (D) but not (WD). Since (D) and (GD) are incomparable
in strength, they will have some conclusions that coincide (as above) but there
will also be conclusions obtained from (D) which are not obtainable from (GD)
and vice-versa. The example provided for (D) is an instance of a conclusion
obtainable from (D) but not from (GD).

Definition 9. In BD, α can be deduced from an information set Γ , written as
Γ (BD α, iff (Γ, α) is in the smallest binary relation from PL to L closed under
(B), (D⊥), and (D).

In the logic BD, like WBD and GBD, the introduction or removal of disbeliefs
has no bearing on beliefs, as the following result shows.

Proposition 7. (BD satisfies (D �→B).
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However, the manner in which disbeliefs are obtained from beliefs in BD can be
expressed by the following property which links up a belief in ¬φ to a disbelief
in φ.

(B→D) If Γ ( ¬φ then Γ ( φ

Proposition 8. (BD satisfies (B→D) and does not satisfy (B�→D).

Observe that neither WBD nor GBD satisfies (B → D).
BD has a well-behaved Tarskian consequence operation:

Proposition 9. CBD satisfies Inclusion, Idempotency, Monotonicity and Com-
pactness.

The different notions of inconsistency for BD are defined in the same way as for
WBD and GBD.

Definition 10. An information set Γ is B-inconsistent iff Γ (BD ⊥, Γ is D-
inconsistent iff Γ (BD +, and BD-inconsistent iff Γ (BD φ and Γ (BD φ for
some φ ∈ LB.

Because there is interaction between beliefs and disbeliefs in BD, there is also
a connection between the different notions of inconsistency for BD. In particular,
we have the following results.

Proposition 10. If Γ is B-inconsistent then it is also BD-inconsistent, but the
converse does not hold. Γ is BD-inconsistent iff it is D-inconsistent.

In the logic BD, then, BD-inconsistency collapses into D-inconsistency. Given
the intuition of disbelief as a weaker version of classical negation, this is a par-
ticularly desirable state of affairs. In classical logic, asserting both φ and ¬φ is
tantamount to the assertion that ¬+ is the case, while in BD, asserting both φ
and φ amounts to the assertion that + is the case.

Observe that BD-inconsistency (or D-inconsistency) amounts to disbelieving
the tautology, which leads to a disbelief in every sentence in LB. So, while B-
inconsistency, like classical consistency, leads to the acceptance of every sentence
in the language, BD-inconsistency leads only to the acceptance of every disbelief
in the language. BD-inconsistency can thus be seen as a weaker version of classi-
cal inconsistency. We regard this as a particularly attractive feature of the logic
BD. The logics WBD and GBD also have similar features, but the connection
between classical inconsistency and the weaker version of inconsistency, based
on disbeliefs, is not as intuitively appealing.

The semantics for BD is obtained by considering only those WBD-models
for which every N ∈ N is a subset of M . That is, the worlds that the sources
of an agent may regard as possible have to be worlds that the agent itself re-
gards as possible. BD-entailment is defined as for WBD-entailment and GBD-
entailment.

Definition 11. A BD-model is a tuple (M,N ) where M ⊆ V and ∅ ⊂ N ⊆
PM . For a BD-model M = (M,N ) and φ ∈ LB, M � φ iff M ⊆ M(φ). For
φ ∈ LD, M � φ iff ∃N ∈ N s.t. N ⊆ M(¬φ). M � Γ iff M � α ∀α ∈ Γ .
Γ �BD α iff M � α for every BD-model M s.t. M � Γ .
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The logic BD is sound and complete.

Theorem 3. Γ (BD α iff Γ �BD α, for all α ∈ L.

Based on the semantics of BD we can define appropriate notions of satisfiability
and unsatisfiability which can be shown to coincide with inconsistency.

We conclude this section by pointing out that BD is able to handle ex-
amples such as the lottery paradox and its variants (cf. examples 2 and 3) in
a manner that is intuitively satisfactory. It can be shown that any information
set of the form Γ = {φ1, . . . , φn,

∨i≤n
i=1 φi} (with not all φi inconsistent) is nei-

ther B-inconsistent, BD-inconsistent, nor D-inconsistent. BD thus allows us,
for example, to disbelieve the fact that any particular ticket will win the lottery,
while still believing that exactly one of the tickets will win the lottery, without
collapsing into any kind of inconsistency.

6 The Logic BN

We have seen that BD allows for the generation of disbeliefs from beliefs. An
interesting question is whether it makes sense to do the opposite; that is, to
generate beliefs from disbeliefs. We consider two ways of doing so. For the first
one, note that the generation of disbeliefs from beliefs in BD is achieved by the
inference rule (D). On the basis of this, we consider the possibility of generating
beliefs from disbeliefs in a similar fashion.

(B′) If Γ ( ψ and Γ ∪ {φ} ( ψ then Γ ( φ

(B′) asserts that if I currently believe ψ, and if the addition of φ as a disbelief
leads me to disbelieve ψ, then φ should be one of my current beliefs. It is anal-
ogous to (D), but with the roles of beliefs and disbeliefs reversed. It turns out,
however, that (B′) is a derived rule of the logic BD.

Proposition 11. (BD satisfies the property (B′).

A more direct way to obtain new beliefs from current disbeliefs is to consider
the converse of the property (B→D).

(D→B) If Γ ( φ then Γ ( ¬φ.

Observe that WBD, GBD and BD do not satisfy (D→B). A proof theory for
the logic we call BN is then obtained by adding (D→B) to the inference rules
of BD.

Definition 12. For α ∈ L and Γ ⊆ L, α can be deduced from Γ in BN, written
as Γ (BN α, iff (Γ, α) is in the smallest binary relation from PL to L closed
under (B), (WD), (D⊥) and (D→B).

The introduction of (D→B) does indeed give us a logic that is stronger than
BD. It turns out, however, that disbelief now collapses into classical negation

Theorem 4. For every φ ∈ LB, Γ (BN φ iff Γ (BN ¬φ.

BN is therefore exactly as expressive as PL.
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7 Conclusion and Future Research

Of the four logics of belief and disbelief presented, the logic BD is the most
deserving of such a label. It covers all the motivations for the explicit introduction
of disbeliefs. Contraction with a belief φ can be represented explicitly in BD as
revision with the disbelief φ, as in WBD and GBD. This ability has a useful
side-effect. In classical belief change, the result of the pathological case in which
a belief set is contracted with a tautology, is taken to be the belief set itself,
primarily because it is unclear what else the result could be: it is the only
case in which a contraction does not succeed. But in BD (as in WBD and
GBD), contraction by φ corresponds to a revision by φ. So contraction by
a tautology is equivalent to revising with the sentence +, a disbelief in the
tautology. It can be verified that disbelief in the tautology results in disbelieving
all (propositional) sentences with no effect on the current beliefs. The explicit
introduction of disbeliefs thus enables us to devise a more intuitive result.

Like WBD and GBD, BD provides a well-behaved notion of consequence
with respect to disbeliefs. In BD, consequence with respect to disbeliefs is
stronger than in WBD but weaker than in GBD. In particular, (D) is satisfied
in BD but not in WBD, and BD does not satisfy (D∨), a property satisfied by
GBD. By not satisfying (D∨), consequence for BD is weak enough to allow for
the expression of agnosticism (disbelieving both φ and ¬φ) without collapsing
into inconsistency. In this respect it is superior to the logic GBD. There is a link
between beliefs and disbeliefs in BD lacking in both WBD and GBD, which
ensures that BD is a suitable base logic for a version of belief change in which
it is possible to contract with disbeliefs. The link between beliefs and disbeliefs
ensures that disbelief, as defined in BD, is an appropriate weaker version of
classical negation, as is apparent from the fact that BD satisfies (B→D) and
(D�→B) and by its intuitive resolution of the lottery paradox (and its variants).

If disbelief is to be viewed as a weaker version of negation, it is necessary to
conduct a proper investigation into the connection between disbelief, classical
negation, and the other propositional connectives. In order to do so, it is neces-
sary to treat − as full-blown propositional connective, in which sentences such
as p ∨ q, ¬p, and p have a well-defined meaning. Comparisons with other logi-
cal operators that express the rejection of beliefs—in particular, Nelson’s strong
negation [9]—will be useful in assessing the properties of our notion of disbe-
lief. In addition, there seems to be a connection with paraconsistent logics. Our
work on BD, in particular, can be seen as an attempt to combine consequence
relations for belief and disbelief and a comparison with the work of [2] will be
appropriate.

It has been suggested that there is an obvious connection between BD and
the epistemic logic KD45 [11]. The statement �φ in KD45 corresponds to the
assertion that φ is believed, while �¬φ corresponds to the assertion that ¬φ
is possible, and hence that φ is disbelieved. Observe, though, that statements
in BD are object-level assertions, or assertions from a first person perspective
(“The sky is blue”), while the corresponding statements in epistemic logics are
meta-level assertions, or assertions from a third person perspective (“The agent
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believes the sky is blue”). Also, note that �¬φ is equivalent to ¬�φ, which
suggests that a disbelief in φ is the same as a belief in ¬φ, which is contrary to
the intuition for disbeliefs developed in this paper.

In fact, the differences run slightly deeper and are easily illustrated. To com-
pare BD with KD45 we need to restrict KD45 to sentences of the form �φ and
�φ. Then KD45 satisfies (B), (D⊥) and (D). So it is at least as strong as BD.
It does not satisfy (B �→ D), and satisfies (D �→ B). It does not satisfy (Rej). It
supports agnosticism (I disbelieve φ as well as ¬φ) but does not satisfy (D∨). In
these respects it has the same behaviour as BD. But it is stronger than BD as
can be seen by looking at what happens when the tautology is disbelieved. In
KD45 (indeed, in any normal modal logic i.e., one containing the axiom schema
K), if �(¬+) can be deduced from Γ , then so can �φ and �φ for every propo-
sitional sentence φ. That is, disbelieving + in KD45 leads to a belief as well as
a disbelief in every propositional sentence. In contrast disbelieving the tautol-
ogy in BD leads to a disbelief in every propositional sentence, but our beliefs
remain unaffected. This is a particularly desirable property—as pointed out in
the discussion following Proposition 8. We plan to develop a restricted version
of KD45 as defined above as a separate logic of belief and disbelief. The normal
KD45 characterization requires a more expressive language than we possess at
the moment. We will provide a formal proof to the effect that the semantics of
the logic BD is not adequately captured by a class of Kripke models. Applica-
tions of the logics that we have developed to belief revision is a non-trivial task
that needs separate study.
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[4] André Fuhrmann. Theory contraction through base contraction. Journal of Philo-
sophical Logic, 20:175–203, 1991. 364

[5] Peter Gärdenfors. Knowledge in Flux : Modeling the Dynamics of Epistemic
States. The MIT Press, Cambridge, Massachusetts, 1988. 364



376 Samir Chopra et al.

[6] Aditya Ghose and Randy Goebel. Belief states as default theories: Studies in
non-prioritised belief change. In Henri Prade, editor, ECAI 98. 13th European
Conference on Artificial Intelligence, pages 8–12, New York, 1998. John Wiley &
Sons, Ltd. 364, 366, 367, 369
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Abstract. This paper presents an axiomatic approach to negotiation
protocol analysis. We consider a negotiation procedure as multiple stages
of mutual belief revision. A set of postulates in AGM-style of belief revi-
sion are proposed to specify rational behavior of negotiation. An explicit
construction of negotiation function is given in which negotiation pro-
cess is viewed as the interaction of two iterated revision operations. As
a result the proposed axiomatic system is proved to be consistent. Fi-
nally, we examine our approach with an instantiation of Rosenschein and
Zlotkin’s Monotonic Concession Protocol of Negotiation.

1 Introduction

Negotiation has been investigated from many perspectives, including economics,
applied mathematics, psychology, sociology and computer science [18, 3, 20, 11,
5, 17]. Significant advances have been made in both quantitative and qualita-
tive analysis of negotiating processes. Quantitative approaches, especially those
which are inspired by game-theory, dominate much of the existing work. Some-
times, numeric utility functions can be used as analytic bases for decision making
because they may provide accurate evaluations of situations. However, such nu-
meric evaluations are often unreliable, or even simply unavailable. In real life
negotiation, logical reasoning often dominates the process, with numeric analy-
sis playing an auxiliary role in the decision making. Despite this, there has not
been much work on logic-based approaches to negotiation[21, 11, 17]. This paper
attempts to alleviate this deficiency by introducing a logical framework to cap-
ture notions of rational behavior of negotiation. We give an axiomatic analysis
of negotiating process based on belief revision theory.

Negotiation is a process of consensus-seeking among two or more parties. The
parties in negotiation first verbalize contradictory demands or offers. These de-
mands or offers change with the progress of the negotiation through mutual per-
suasion or argumentation till an mutual acceptable agreement has been reached.
If we consider the demands(or offers) of parties as their beliefs on the matter
in question, the change of the demands of each party reflects the change of its
beliefs during the progress of negotiation. The parties who are convinced to ac-
cept part of the other parties’ demands would perform a belief revision. New

T.D. Gedeon and L.C.C. Fung (Eds.): AI 2003, LNAI 2903, pp. 377–389, 2003.
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belief states of participants represent their revised demands which are normally
closer to each other and apt to reach an agreement. We term such kind of belief
revision mutual belief revision.

Different from the AGM belief revision in which an agent is principally con-
cerned with minimizing loss of its beliefs [1], each agent in mutual belief revision
not only tries to keep as many of its own beliefs as possible but also intends to
learn from the other agents as much as possible. Negotiation behaves in a sim-
ilar manner. A negotiator normally tries her best to keep all her demands and
is also ready to accept selectively some demands from his opponents in order to
reduce conflicts, avoid failure and maximize gains from negotiation. The logical
framework we introduce attempts to model this combination of cooperation and
competition. As a starting point of the investigation, we restrict ourselves to the
case of two agents. We propose a set of postulates to capture rational behavior of
mutual belief revision and negotiation. These postulates are mostly inspired by
the AGM framework of belief revision and part of Darwiche and Pearl’s iterated
belief revision.

2 Postulates for Mutual Belief Revision and Negotiation

We assume an agent to have a deductively closed set of beliefs taken from some
underlying propositional language L1. The language is that of classical propo-
sitional logic with an associated consequence operation Cn. Thus a set K of
sentences is a belief set when K = Cn(K). If F and G are two sets of sentences,
F + G denotes Cn(F ∪G).

In this section we propose a set of axioms to specify properties of mutual
belief revision and negotiation between two agents. The idea is the following.
Suppose that K1 and K2 are the current belief states of two agents. During the
mutual belief revision, each agent accepts part of beliefs from the other agent
and revises her belief states to preserve consistency. As a result, both agents’
belief states will be revised and the resulting belief states, denoted by N1(K1,K2)
and N2(K1,K2), normally get closer each other. The following picture depicts the
changes of belief states in mutual belief revision.

�����

�� ��

��������	 ��������	

In negotiation setting, revision of belief states of an agent reflects change of
its demands or offers in each negotiation round. Therefore if X and Y are the
initial demands/offers of two agents, respectively, N1(X,Y) and N2(X,Y) are their

1 Different from most literature, we do not assume the language is finite. This allows
us to extend the current framework to the first-order case in the future.
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revised demands/offers after the round of negotiation. And a possible agreement
reached in the negotiation should be just N1(X,Y)∩ N2(X,Y) or a subset of it.

Formally, a mutual revision or negotiation function is a two-input and two-
output function N(X,Y ) = (N1(X,Y ), N2(X,Y )), where X and Y represent
the initial belief sets or demands of each agent and N1(X,Y ) and N2(X,Y ) the
revised belief sets or demands of each agent respectively. Note that X and Y
here are not required to be logically closed.

Definition 1 A function N : 2L × 2L → 2L × 2L is a mutual belief revision or
negotiation function if it satisfies the following postulates:

(N1) N1(X,Y ) = Cn(N1(X,Y )); N2(X,Y ) = Cn(N2(X,Y )).
(N2) N1(X,Y ) ⊆ X + Y ; N2(X,Y ) ⊆ X + Y .
(N3) N1(X,Y ) is inconsistent iff X or Y is inconsistent;

N2(X,Y ) is inconsistent iff X or Y is inconsistent.
(N4) If X ∪ Y is consistent, N1(X,Y ) = N2(X,Y ) = X + Y .
(N5) If Cn(X) = Cn(Y ), then

N(X,Z) = N(Y, Z) and N(Z,X) = N(Z, Y ).
(N6) Cn(Y ) ∩N1(X,Y ) ⊆ N2(X,Y );

Cn(X) ∩N2(X,Y ) ⊆ N1(X,Y ).
(N7) If F ⊆ Cn(Y ) ∩N1(X,Y ), then N(N1(X,F ), Y ) = N(X,Y ).

If F ⊆ Cn(X) ∩N2(X,Y ), then N(X,N2(F, Y )) = N(X,Y ).

Intuitively, (N1) says that the resulting belief state of each agent is logically
closed as assume in AGM theory. (N2) states that no third party’s information is
introduced if there is no conflict between two agents. (N3) says that mutual belief
revision can only happen between rational agents. (N4) says that each agent will
accept all the beliefs of the other agent if no conflict arises. This is the cooperative
aspect of mutual belief revision that an agent is happy to accommodate the other
party whenever possible. (N5) assumes that mutual belief revision is syntax-
independent, i.e. logically equivalent descriptions of belief states should lead to
the same results.

Similar interpretation of these postulates can also be given in terms of nego-
tiation. If we localize the belief state of an agent on the matters of a negotiation,
its belief set represents its demands in the negotiation, which is called the de-
mand set of the agent. (N1) then states that each negotiator should be aware
of that she is responsible to undertake all the items and their consequences of
her demands once they are included in an agreement. (N2) assumes that if no
conflicts between the demands of two agents, amendments of demands may only
be done within both side’s initial demand sets2. (N3) means that no negotiation
can proceed from inconsistent demands. (N4) and (N5) are similar.

It is easy to see that postulates (N1)-(N5) are counterparts of AGM postu-
lates for belief revision. Notice that we have not a counterpart of success postu-
late. It is unreasonable to assume that one side of negotiation would accept all
2 Note that if there are conflicts between the demands of two agents, the amended

demand sets could be anything since X + Y will be inconsistent.
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the demands of the other side. In fact, we can view a mutual revision function
as two non-prioritized belief revision operators [7].

Postulates (N6) and (N7) deviate slightly in style from AGM. We call (N6)
the principle of no recantation. It states that once the demands of an agent are
accepted by the other agent, it will not allowed for the agent to withdraw them
3. We consider this as a rational restriction in negotiation protocol. In belief
change setting this reflects the principle of information economy. Once an agent
knows that her beliefs are accepted by other agents, she will more value them.
We remark that (N6) does not imply the following condition:

K1 ∩K2 ⊆ N1(K1,K2) ∩N2(K1,K2)

which says that common items of initial demands must be included in the last
agreement of negotiation. This condition is not generally acceptable because
sometimes if both sides decide to give up a common item (in order to keep some
more beneficial demands), it would not be in the last agreement.

(N7) deals with multiple stages of negotiation or iterated mutual belief revi-
sion. It is a typical strategy in negotiation that a negotiator poses its demands
in stages. At each stage, the negotiator may reveal only part of her demands,
hiding something tough or alternatives, and tries to persuade the other side to
change her mind. (N7) says that if one can expect that some of her demands
will be definitely accepted by the other side, it is unnecessary to pose them in
stages. Therefore it would be useless to put weak demands first.

3 Iterated Belief Revision

It has been shown in the last section that there exists close relationship between
AGM belief revision and mutual belief revision. We will show that the AGM
revision function is a special case of mutual belief revision. Moreover, mutual
belief revision implies an iterated revision mechanism. One of the postulates for
iterated belief revision proposed by Darwiche and Pearl is required by mutual
belief revision.

To show these, we first recall some basic facts of iterated belief revision in
single agent environments.

To best suit the context of mutual belief revision, instead of using the original
AGM framework, we shall exploit the multiple version of the AGM theory[16, 22],
which allows us to revise a belief set by another belief set. Formally, for any belief
set K and a set F of sentences, K ⊗F stands for the new belief set that results
when K is revised by the new information F . The operation is required to satisfy
the following postulates:

(⊗1) K⊗F = Cn(K⊗F).
(⊗2) F ⊆ K⊗F.

3 Note that Cn(X)∩ N2(X,Y) represents the demands of agent 1 which have been
accepted by agent 2 after negotiation.
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(⊗3) K⊗F⊆ K+F.
(⊗4) If F∪K is consistent, K+F ⊆ K⊗ F.
(⊗5) K⊗ F is inconsistent if and only if F is inconsistent.
(⊗6) If Cn(F1) = Cn(F2), K⊗F1 = K⊗F2.
(⊗7) K⊗(F1∪F2) ⊆ (K⊗F1)+F2.
(⊗8) If F2∪(K⊗F1) is consistent, (K⊗F1)+F2 ⊆ K⊗(F1∪F2).

The associated contraction function - can be defined by the following iden-
tity:

(-Def) K - F = (K ⊗ F ) ∩K
A negotiation process normally consists of several stages of mutual belief

revision. To simulate such a process, an iterated mechanism of belief revision
is required4. The following assumption has been accepted by several different
iterated belief revision formalisms:

(⊗IBR) (K ⊗ F1)⊗ (F1 ∪ F2) = K ⊗ (F1 ∪ F2)

It is easy to see that (⊗IBR) is the multiple version of the postulate (C1)
in [4]. The following theorem is an easy generalization of Lehmann’s consistency
result presented in [8].

Theorem 1 (⊗1)-(⊗6) are consistent with (⊗IBR).

From now on, we will call a revision function an iterated belief revision if it
satisfy the postulates (⊗1)-(⊗8) and (⊗IBR). Note that such an iterated revision
function is different from Darwiche and Pearl’s one since we use the exact AGM
postulates. This should be fine because (⊗IBR) goes well with AGM postulates.
However, how to adjust our formulism by using the exact form of Darwiche and
Pearl’s formalism should be a promising research topic for the future.

4 Master-Slave Revision: A Special Case
of Mutual Belief Revision

Before we provide a general construction of negotiation function, let’s consider
a special case of mutual belief revision in which one agent unconditionally accepts
the other agent’s beliefs while the other stands still. Formally, a mutual revision
function N is a master-slave revision if it satisfies

(M-S) X ⊆ N2(X,Y ).

The condition says that the second agent (slave) always accepts beliefs of the
first agents (master) with no reservation. By the following observation, the first
agent can always keep its beliefs.

Lemma 1 If N is a master-slave revision, then for any X and Y , X⊆N1(X,Y ).

4 This is similar to some other settings, say belief fusion [14].
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The following is the representation theorem for master-slave revision. It is
also a proof of the consistency of mutual belief revision postulates.

Theorem 2 Let N be a master-slave revision. Define a revision function ⊗ as
follows: for any consistent belief set K and a set F of sentences,

K ⊗ F
def
= N2(F,K)

Then ⊗ satisfies the postulates (⊗1)-(⊗8) and (⊗IBR).
Conversely, if ⊗ is an iterated belief revision function which satisfies (⊗1)-

(⊗8) and (⊗IBR), then the mutual belief revision function defined as follows
satisfies (N1)-(N7) and (M-S):

N(X,Y )
def
= (Cn(Y )⊗X,Cn(Y )⊗X).

This representation theorem shows that (N1)-(N7) plus (M-S) fully specifies
a master-slave revision function. Since an iterated revision function always exists,
this theorem also shows the consistency of the postulates (N1)-(N7).

In the next section, we will present a general construction of negotiation
function which will allow more “balanced” negotiation.

5 Construction of Negotiation Operator

In this section we provide a general construction of negotiation function by using
two independent iterated revision operators to simulate the process of belief
change by two autonomous agents.

Negotiation Set Let X and Y be two sets of sentences, representing the initial
demands or offers of two agents, respectively. We will call the pair (X,Y) a ne-
gotiation encounter. The naive way to define a negotiation function is to define
it as two revision operation that each agent revises its demands by the other
agent’s demands:

N(X,Y )
def
= (Cn(X)⊗1 Y, Cn(Y )⊗2 X)

Unfortunately, this definition is obviously inappropriate because it implies
that one agent accepts the whole demand set of the other without care about
her own demands. Typically, one agent accepts only part of demands from her
opponent during a stage of negotiation. To model such a synthesis of cooperation
and competition in negotiation, we introduce the following concepts.

Definition 2 Given two iterated revision functions ⊗1 and ⊗2. A deal over an
encounter (X,Y) is a pair (Ψ1, Ψ2) such that Ψ1 ⊆ Cn(X), Ψ2 ⊆ Cn(Y ) and
satisfies the fix-point condition:

Cn(Ψ1 ∪ Ψ2) = (Cn(X)⊗1 Ψ2) ∩ (Cn(Y )⊗2 Ψ1) (1)

Intuitively, a deal is an agreement between two agents in which agent 1
accepts part of demands, Ψ2, from agent 2 whereas agent 2 accepts part of
demands, Φ1, from agent 1.
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A deal δ=(Ψ1, Ψ2) dominates a deal δ′=(Ψ ′
1, Ψ

′
2) if they satisfies the following

two conditions:
1. Cn(X)⊗1 Ψ

′
2 = Cn(X)⊗1 Ψ2 and Cn(Y )⊗2 Ψ

′
1 = Cn(Y )⊗2 Ψ1; And

2. either Ψ ′
1 ⊂ Ψ1 and Ψ ′

2 ⊆ Ψ2 or Ψ ′
1 ⊆ Ψ1 and Ψ ′

2 ⊂ Ψ2.
In the other words, δ dominates δ′ if at least one agent agrees to accept more

demands from the other without sacrificing any agent’s profits.
A deal δ is called pareto optimal if there does not exist a deal which domi-

nates δ.
A deal δ=(Ψ1, Ψ2) over (X,Y) is called rational if it satisfies the following

conditions:
Cn(X) ∩ (Cn(Y )⊗2 Ψ1) ⊆ Cn(X)⊗1 Ψ2

Cn(Y ) ∩ (Cn(X)⊗1 Ψ2) ⊆ Cn(Y )⊗2 Ψ1

which means that if the demands of one agent have been accepted by the other,
they will be kept in her amended demand set.

Definition 3 A deal is a negotiable alternative over (X,Y) if it is pareto optimal
and rational. The set of all the negotiable alternatives is called the negotiation
set of (X,Y), denoted by NS(X,Y).

The following lemma lists some properties of negotiation sets.

Lemma 2 Let (X,Y) be any encounter.

1. For any (Ψ1, Ψ2) ∈ NS(X,Y ), Ψ1 and Ψ2 are logically closed.
2. If X ∪ Y is consistent, NS(X,Y ) = {(Cn(X), Cn(Y ))}.
3. If X ∪ Y is inconsistent, (Cn(X) ∩ Cn(Y ), Cn(X) ∩ Cn(Y )) ∈ NS(X,Y ).
4. For any (Ψ1, Ψ2) ∈ NS(X,Y ),

Ψ1 = Cn(X) ∩ (Cn(Y )⊗2 Ψ1) and Ψ2 = Cn(Y ) ∩ (Cn(X)⊗1 Ψ2).

The lemma shows that if X ∪ Y is consistent then (Cn(X), Cn(Y )) is the
unique deal in the negotiation set of the encounter (X,Y ). If it is inconsistent,
the negotiation set could have more than one elements but it always includes
a deal (Cn(X) ∩ Cn(Y ), Cn(X) ∩ Cn(Y )), which we call it the conflict deal of
the encounter.

Example 1 Consider an encounter (X,Y ) where X = {p, q} and Y = {¬p,¬q}.
Let ⊗1 and ⊗2 are any iterated revision functions. Then the conflict deal will
be (Cn({p ↔ q}), Cn({p ↔ q})), which is in the negotiation set. Two other
extreme cases, (Cn(X), Cn({p ↔ q})) and (Cn({p ↔ q}), Cn(Y )), are also
negotiable alternatives. If each agent is going to take some offers from the other,
then more “balanced” negotiation could happen. However the result will heavily
depend on the evaluation on their demands and counter-demands. Suppose that
for agent 1, p is more entrenched than q and for agent 2 ¬q is more entrenched
than ¬p. Then (Cn({p}), Cn({¬q})) will be a negotiable alternative whereas
(Cn({q}), Cn({¬p})) is not. �
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5.1 Selection Function

Negotiation protocol is applied to regulate negotiations. It rules out irrational
negotiation behavior but makes no decisions for negotiation participants. The
outcomes of a negotiation mainly depend on the strategies of negotiators and
their evaluation on negotiation alternatives. Therefore, a concrete negotiation is
a decision-making procedure with which each agent chooses a deal from nego-
tiation set. If both agents choose the same deal, then an agreement is reached;
otherwise, the conflict deal will be the result of the negotiation. Anyhow, a ne-
gotiation process is nothing but a selection mechanism which chooses a deal
from negotiation set. Let γ be a selection function which selects an element from
a nonempty set. We will abbreviate γ(NS(X,Y)) to γ(X,Y). As usual, γi(X,Y)
means the ith component of γ(X,Y). Now we define negotiation function as fol-
lows:

Definition 4 Let ⊗1 and ⊗2 be two iterated revision functions and γ a selection
function. Define a negotiation function N as follows: for any encounter (X,Y),

1. if both X and Y are consistent, N(X,Y ) = (Cn(X) ⊗1 Φ2, Cn(Y ) ⊗2 Φ1)
where (Φ1, Φ2) = γ(X,Y); otherwise,

2. N(X,Y ) = (L,L).

It is easy to see that given an encounter (X,Y ), if the selection function γ
selects the conflict deal to the encounter, then N(X,Y ) = (X,Y ). The following
example shows another extreme case.

Example 2 Let ⊗ be an iterated revision operator and - is the associated
contraction operator. For any encounter (X,Y ), let γ(X,Y ) = (Cn(X), Cn(Y )-
X). Then γ is a selection function that defines a master-slave mutual belief
revision operator where ⊗1 = ⊗2 = ⊗. �

It is easy to verify that any negotiation function N satisfies (N1)-(N6). How-
ever (N7) does not necessarily hold. In fact, (N7) requires kinds of uniformity in
the selection mechanism over different negotiation situation. Arbitrary selection
functions can not embody the rationality of negotiation behavior.

Definition 5 A selection function γ is downwards compatible if for any F1 ⊆
γ1(X,Y ) and F2 ⊆ γ2(X,Y ),

γ(Cn(X)⊗1 F2, Cn(Y )⊗2 F1) = (γ1(X,Y ) + F2, γ2(X,Y ) + F1).

Example 3 Let γ be a selection function such that γ(X,Y ) = (Cn(X) ∩
Cn(Y ), Cn(X) ∩ Cn(Y )). Then γ is downwards compatible. In other wards,
always standing still is a kind of uniform negotiation behavior.

Now we come to the main result of the paper.

Theorem 3 If γ is a downwards compatible selection function, the negotiation
function defined by Definition 4 satisfies (N1)-(N7).
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Since a downwards compatible selection function always exists, this theorem
shows again the consistency of the negotiation postulates. We remark that down-
ward compatibility is a sufficient condition for postulate (N7) but not necessary.
In fact, we have shown that any master-slave negotiation function satisfies pos-
tulate (N7) but its associated selection function is not necessarily downwards
compatible. How to find a sufficient and necessary condition for (N7) is open for
the future research.

6 Monotonic Concession Protocol

Unlike most game-theory based approaches to negotiation, the purpose of this
research is not to design particular negotiation strategies for individual agents.
We aim to provide a formal language and an analysis tool to describe and eval-
uate negotiation protocols. In this section, we will show an example of such an
analysis by using Rosenschein and Zlotkin’s Monotonic Concession Protocol [20].

Monotonic Concession Protocol deals with negotiations between two agents.
The agents start by simultaneously proposing one deal from the space of possible
deals. An agreement is reached if both agents chose the same deal or one agent
offered a deal that exceeded what the other one asked for. If no agreement
has been reached, the protocol continues to another round. Each agent has two
choices: to stand still or to concede. An agent is not allowed to offer the other
agent less than her did in the previous round. If neither agent concedes at some
step, then the negotiation ends with the conflict deal. Otherwise the negotiation
continues (see [RosenscheinandZlotkin1994] page 40).

The feature of the protocol is that agents cannot backtrack, nor can they
both simultaneously stand still in the negotiation more than once. As a result,
the negotiation process is monotonic and ensures convergence to a deal.

To make the protocol more specific, let’s assume that the initial demands
of the agents are X and Y, respectively. At the first round, each agent chooses
a deal from the negotiation set NS(X,Y), say δ′ = (Ψ ′

1, Ψ
′
2) and δ′′ = (Ψ ′′

1 , Ψ
′′
2 ).

If δ′ = δ′′, then an agreement is reached. Otherwise, each agent makes a decision
whether she is going to stand still or to concede. If an agent chose to concede, say
agent 1, she should amend her demand set so that the new demand set includes
Ψ ′

2 as well as Ψ ′′
1 , and then chooses another deal from the new negotiation set

that extends Ψ ′
2.

To such a protocol, if both agents apply iterated belief revision when revise
their demands set and they make the same decision on whether to stand-still or
to concede for any given pair of demand sets, then we have the following

Theorem 4 Any negotiation under the protocol satisfies postulates (N1)-(N6).

Unfortunately, (N7) does not automatically hold. To satisfy (N7), we need
more specification on the belief revision and decision-making behavior. We leave
this for a longer version of the paper.
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7 Related Work

There have been several streams of research which related to this work. One of
them is the work on arbitration, belief merging and knowledge fusion [9, 10].
All these researches deal with conflicts between agents. In fact, for any given
negotiation function N, we can define an “arbitration” operator . as: for any
belief set K1 and K2,

K1.K2 = N1(K1,K2) ∩N2(K1,K2)
Then we can easily verify that . satisfies most of Revesz’s postulates and

Liberatore and Schaerf’s postulates for arbitration operation[19, 9]. However
the differences between negotiation and arbitration are obvious. For instance,
the following postulate does not necessarily hold in negotiation setting:

If K1 is consistent, so is K1 ∪ (K1 .K2).
Another stream of work is that of non-prioritized belief revision[7, 2]. Par-

ticularly, Booth in [2] showed a way to model non-prioritized belief revision via
negotiation process. However, his work aimed to provide a formalism for non-
prioritized revision rather than a formal framework for negotiation.

There have been several attempts to consider belief revision in the setting
of multi-agent systems [10, 13, 15]. In [15] mutual belief revision is referred to
the process of belief revision by which an agent in synchronous multi-agent sys-
tems revises its beliefs about other agents’ beliefs. Instead of axiomatic analysis,
a Kripkean semantical theory was presented for modelling such kind of mutual
belief revision.

In terms of logical approach to negotiation, there are numbers of researches
on argumentation-based negotiation[21, 11, 17]. Although the goal is similar, the
formalisms and emphases of the work are distinct from ours.

8 Conclusion

This paper presented a formal framework for negotiation protocol analysis. A set
of AGM-style postulates was presented to model rational negotiation behavior.
Its consistency was proved through an explicit construction of negotiation func-
tion in which negotiation process was modelled by two related iterated belief
revision operations. This model also captured the characteristic of negotiation
that negotiation is an organic synthesis of cooperation and competition between
agents.

Many problems remain to explore. A representation theorem for the postu-
lates is to be given. To this end, a necessary and sufficient condition for postulate
(N7) is needed. We emphasize that the overall purpose of this research is not
to present a logical analysis for a particular negotiation protocol but to provide
a formal language for describing rational negotiation behavior. The postulates
presented in this paper are less than complete. We bleief that more characteris-
tics of negotiation process can be investigated in this framework. For instance,
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the following property of negotiation can be described in our language, which
states sort of terminability of negotiation process:

N(N1(X,Y ), N2(X,Y )) = N(X,Y )
It can be proved that it is consistent but independent with the existing

postulates.

Appendix: Proofs of Theorems

Proof of Theorem 2: The postulates (⊗1) and (⊗4)-(⊗6) are the special case
of the postulates (N1), (N3)-(N5), respectively. (⊗2) is implied by (M-S). For
(⊗3), if F ∪ K is consistent, then (N2) implies K ⊗ F = K + F ; if F ∪ K is
inconsistent, K ⊗ F ⊆ K + F holds trivially. To prove (⊗ IBR), we know that
(K ⊗F1)⊗ (F1 ∪F2) = N2(F1 ∪F2,K ⊗F1). Since F1 ⊆ F1 ∪F2, it follows from
(M-S) that F1 ⊆ N2(F1 ∪F2,K). Therefore F1 ⊆ (F1 ∪F2)∩N2(F1 ∪F2,K). By
(N7) we yield N2(F1 ∪ F2, N2(F1,K)) = N2(F1 ∪ F2,K) = K ⊗ (F1 ∪ F2). (⊗7)
and (⊗8) are implied by (⊗IBR).

Conversely, if ⊗ is an iterated revision function which satisfies (⊗1)-(⊗8) and
(⊗IBR), then the defined negotiation function satisfies obviously (N1)-(N6).

To prove (N7), assume F ⊆ Cn(Y )∩N1(X,Y ). Then Cn(F )-X ⊆ Cn(F ) ⊆
N1(X,Y ) ⊆ Cn(Y ) ⊗ X . Hence N1(N1(X,F ), Y ) = Cn(Y ) ⊗ N1(X,F ) =
Cn(Y )⊗(Cn(F )⊗X) = Cn(Y )⊗(X∪(Cn(F )-X)) = (Cn(Y )⊗X)+(Cn(F )-
X) = Cn(Y )⊗X = N1(X,Y ). Similarly we have N2(N1(X,F ), Y ) = N2(X,Y ).

Again assume F ⊆ Cn(X)∩N2(X,Y ). Then N1(X,N2(F, Y ))=N1(X,Cn(Y )
⊗F ) = (Cn(Y ) ⊗ F ) ⊗ X = Cn(Y ) ⊗ (F ∪ X) = Cn(Y ) ⊗ X = N1(X,Y ).
N2(X,N2(F, Y )) is exactly the same. Therefore (N7) is valid. �

Proof of Lemma 2: The item 1 and 2 are straightforward.
For 3, let F = Cn(X) ∩ Cn(Y ). Obviously (F, F ) is a deal over (X,Y ).

Assume that (Ψ1, Ψ2) dominates (Cn(X) ∩ Cn(Y ), Cn(X) ∩ Cn(Y )) = (F, F ).
Then Ψ1 ⊆ Cn(Ψ1 ∪ Ψ2) = (Cn(X) ⊗1 Ψ2) ∩ Cn(Y ) ⊗2 Ψ1) = (Cn(X) ⊗1 F ) ∩
(Cn(Y ) ⊗2 F ) = F . Thus Ψ1 ⊆ F . Since (Ψ1, Ψ2) dominates (F, F ), Ψ1 �⊂ F .
Similarly we have Ψ2 �⊂ F , a contradiction. So (F, F ) ∈ (X,Y ).

For 4, in order to prove the first equation, we only need to verify Cn(X) ∩
(Cn(Y )⊗2 Ψ1) ⊆ Ψ1. Assume that there is a sentence A such that A ∈ Cn(X)∩
(Cn(Y )⊗2Ψ1) but A �∈ Ψ1. Since A ∈ Cn(Y )⊗2Ψ1, it follows from (⊗7) and (⊗8)
that Cn(Y )⊗2 (Ψ1∪{A}) = Cn(Y )⊗2Ψ1. Therefore (Cn(X)⊗1Ψ2)∩(Cn(Y )⊗2

(Ψ1∪{A})) = (Cn(X)⊗1Ψ2)∩(Cn(Y )⊗2Ψ1) = Cn(Ψ1∪Ψ2) ⊆ Cn(Ψ1∪{A}∪Ψ2).
On the other hand, since (Ψ1, Ψ2) is rational, Cn(X)∩(Cn(Y )⊗2Ψ1) ⊆ Cn(X)⊗1

Ψ2. Thus A ∈ Cn(X) ⊗1 Ψ2. It follows that Cn(Ψ1 ∪ {A} ∪ Ψ2) ⊆ (Cn(X) ⊗1

(Ψ1 ∪{A}))∩ (Cn(Y )⊗2 Ψ2). Therefore (Ψ1 ∪{A}, Ψ2) is also a deal over (X,Y ),
which obviously dominates (Ψ1, Ψ2). Thus (Ψ1, Ψ2) is not pareto optimal, a con-
tradiction. The other one is similar. �

Proof of Theorem 3: The proof of (N1)-(N6) is straightforward. To verify (N7),
assume that F ⊆ Cn(Y )∩N1(X,Y ). Then F ⊆ Cn(Y )∩(Cn(X)⊗1γ2(X,Y )). It
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follows from Lemma 2 that F ⊆ γ2(X,Y ). According to the construction of nego-
tiation function, N1(N1(X,F ), Y ) = N1(X,F )⊗1γ2(N1(X,F ), Y ) = (Cn(X)⊗1

γ2(X,F ))⊗1γ2(Cn(X)⊗1γ2(X,F ), Y ). Let F2 = γ2(X,F ). Thus F2 ⊆ Cn(F ) ⊆
γ2(X,Y ). Since γ is downwards compatible, we have γ2(Cn(X) ⊗1 F2, Y ) =
γ2(X,Y ). Therefore N1(N1(X,F ), Y ) = (Cn(X)⊗1F2)⊗1γ2(Cn(X)⊗1F2, Y ) =
(Cn(X)⊗1F2)⊗1 γ2(X,Y ). By (⊗IBR) we know (Cn(X)⊗1F2)⊗1 γ2(X,Y ) =
Cn(X)⊗1γ2(X,Y ) = N1(X,Y ). Put them together we yield N1(N1(X,F ), Y ) =
N1(X,Y ). For agent 2, similarly we have N2(N1(X,F ), Y ) = Cn(Y ) ⊗2 γ1

(N1(X,F ), Y ) = Cn(Y )⊗2 γ1(Cn(X)⊗1 γ2(X,F ), Y ) = Cn(Y )⊗2 γ1(Cn(X)⊗1

F2, Y ). By the downward compatibility of γ, we have γ1(Cn(X) ⊗1 F2, Y ) =
γ1(X,Y )+F2. Since F2 ⊆ Cn(Y )⊗2 γ1(X,Y ), Therefore, Cn(Y )⊗2 (γ1(X,Y )+
F2)=Cn(Y )⊗2γ1(X,Y ). These give us N2(N1(X,F ), Y )=Cn(Y )⊗2(γ1(X,Y )+
F2) = Cn(Y ) ⊗2 γ1(X,Y ) = N2(X,Y ). We have proved N(N1(X,F ), Y ) =
N(X,Y ). The other half of the postulate is symmetric. �

Proof of Theorem 4: The postulates (N1)-(N5) are straightforward except
that the limit case when X or Y is inconsistent needs to be specified. Now we
prove (N6). Assume that the negotiation ended at n round. Ψ1

2 ⊆ Ψ2
2 ⊆ · · · ⊆ Ψn

2

and Ψ1
1 ⊆ Ψ2

1 ⊆ · · · ⊆ Ψn
1 are all concessions made by agent 1 and agent 2,

respectively. Note that some ‘⊆’s may be equal if the agent stood still at that
round. Then by (⊗IBR) the final demand sets after the negotiation terminated
are:

(((Cn(X)⊗1 Ψ
1
2 )⊗1 · · ·)⊗1 Ψ

n
2 = Cn(X)⊗1 Ψ

n
2

(((Cn(X)⊗2 Ψ
1
1 )⊗2 · · ·)⊗2 Ψ

n
1 = Cn(Y )⊗2 Ψ

n
1

Meanwhile, for i=1,· · ·,n, Cn(X) ∩ (Cn(Y ) ⊗2 Ψ i
1) ⊆ Cn(X) ⊗1 Ψ i

2 and
Cn(Y ) ∩ (Cn(X)⊗1 Ψ

i
2) ⊆ Cn(y)⊗2 Ψ

i
1. Therefore (N6) holds. �
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Abstract. We show how a probabilistic interpretation of an ill defined
problem, the problem of finding line breaks in a paragraph, can lead
to an efficient new algorithm that performs well. The graphical model
that results from the probabilistic interpretation has the advantage that
it is easy to tune due to the probabilistic approach. Furthermore, the
algorithm optimizes the probability a break up is acceptable over the
whole paragraph, it does not show threshold effects and it allows for easy
incorporation of subtle typographical rules. Thanks to the architecture of
the Bayesian network, the algorithm is linear in the number of characters
in a paragraph. Empirical evidence suggests that this algorithm performs
closer to results published through desk top publishing than a number
of existing systems.

1 Introduction

With the advance of information systems, the amount of automatically formatted
text increases daily. However, judging from a software patent search, not a lot of
attention is spent on increasing the quality of layout. New interest in this area
is driven by the standardization of style specifications through CSS and XSL-
FO [8]. Limitations of automatic typesetting systems are partly due to the fact
that the underlying algorithms have been designed with resource restrictions in
mind. For example, once TEX [3] has sufficient material to complete a page, the
page is output to free up memory. If many floating objects like figures and tables
are present, these can be placed in undesirable locations far from the place where
they are referenced.

Considerations of limited resources were quite valid in the time that these
algorithms were developed. However, they do not apply today and this opens
a way to improve various typesetting algorithms. In typesetting a wide range
of decisions need to be made in the areas of hyphenation, line breaking, page
breaking, floating object placement, footnotes, headers and footers, page num-
bering, reference resolution, etc. In this paper, we consider line breaking only, but
the principles presented should be extendible to page breaking, floating object
placement and other areas as well.

A reasonable approach seems to be to ask professional publishers what makes
a good line break-up. However, this knowledge is very difficult to elicit. Typi-
cally only examples of what is acceptable and what is not can be given, with

T.D. Gedeon and L.C.C. Fung (Eds.): AI 2003, LNAI 2903, pp. 390–401, 2003.
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disagreement on borderline cases. So finding good line break-ups is an ill speci-
fied problem in which decisions need to be made with uncertainty of the function
to optimize.

In this paper we take a probabilistic approach to line breaking in which we
model the probability that a particular break-up is acceptable. The probability
of acceptability can be maximized and the break-up with the highest probability
chosen. A dynamic graphical model is used to capture acceptability.

The next section introduces concepts of line breaking and related work. In
Section 3 a probabilistic algorithm is presented for breaking lines. Section 4
compares the performance of some popular typesetting systems with data pub-
lished through desk top publishing together with an empirical comparison of the
new algorithm. We finish with concluding remarks and suggestions for further
extensions in Section 5.

2 The Line Breaking Problem

Breaking a paragraph into lines consists of selecting the break points in a para-
graph. To determine how much space a line takes, each character (or rather
glyph, see comment on ligatures below) in the paragraph is modeled as a box
with a specific width, height and elevation from the baseline. These properties
are determined by the font being used and the font size. The length of a line is
the sum of the widths of the boxes in the line. The width of a box is not only
determined by the width of the character, but is also influenced by the following
character. If the width of a character would not be kerned, the result may look
rather unpleasing. For example, compare these unkerned and kerned words:

BAYES
BAYES

The latter has less space between the A and Y, and the width of the A is
modeled less wide then when an A is followed by, say, another A.

Some fonts treat certain combinations of characters as a single character.
Examples of such so called ligatures is the combination of f and i and the com-
bination of two f’s and an i. The following line illustrates the difference between
separate characters and their ligatures:

efficient fix

efficient fix
So, the first step in breaking a line is determining the width of its characters,

taking kerning and ligatures in account. The next step is determining possible
break points. Typical break points in Latin alphabet languages are whitespaces,
hyphen characters and points where hyphenation is allowed.

Finding these hyphenation points by maintaining a wordlist is cumbersome
because of the many variations of appearances of a word (e.g. singular and plu-
ral). Furthermore, maintaining such a word list in areas where new words are
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invented regularly (e.g. brand names) is a huge task. An elegant alternative is
to use a hyphenation algorithm [3, 6] which essentially works as follows. Some
words are stored in an exception list (for example, as-so-ciate). For words not
in the exception list, a pattern list is used, which is generated from a word list
containing hyphenated words. Patterns contain characters and numbers, for ex-
ample ’y3thin’. A word is compared with the characters in the patterns and
every character is assigned the highest number in the pattern. The word ’any-
thing’ matches ’ythin’ in the pattern ’y3thin’ and the y gets assigned the number
3. Any odd numbered character is a hyphenation point. So ’any-thing’ is allowed.
It is claimed [3] that more than 95% of the allowable hyphenation points in US
English can be found by this algorithm (taking word frequencies in account).

Hyphenation points at the first λ and last ρ characters are discarded to
prevent unacceptable hyphenation points. For exampe, consider the hyphenation
points found when not suppressing the first and last points in the words ’a-ha’,
’Bal-i’, ’s-tu-den-t’ or ’A-pu-li-a’. By default, λ is 2 and ρ is 3 for English.

A broken line may not completely fit into the available space between the left
and right margin. To make it fit, space may be distributed among the whitespaces
in the line, or some whitespace may be taken out if the text exceeds the text
width. We assume that there is a single target width for the complete paragraph
and the paragraph is adjusted. An indent that applies to the first line of the
paragraph can be modeled using a fixed width unbreakable space (possibly with
a negative value).

Now that we have a flavor of the problem, we can specify some terms more
formally. A paragraph p is a sequence of n > 0 characters ci, 1 ≤ i ≤ n. A break
point candidate in p is an index of a character in p for which it is allowed to
break a line. Typical break point candidates are space and hyphen characters and
hyphenation points in words. We are interested in finding a sequence of character
indexes s0, s1, . . . , sk, ∀1≤j≤k1 ≤ sj ≤ n and sj−1 < sj where each sj is a break
point candidate. Each of the indices sj indicates a break point in p. Index s0 is
added for convenience of further definitions and by convention s0 = 0 and sk = n.
A line in p with break points s0, . . . , sk is the sub-sequence of characters between
breakpoints, more specific for 1 ≤ j ≤ k, lj = {csj−1+1 . . . csj} (note s0 = 0
so l1 = {c1 . . . cs1}). So, a break point sj is the last character on line lj .

The character width cwi 1 ≤ i ≤ n of a character ci in a paragraph p with
break points s0, . . . , sk is the width of the character taking the font properties
in account. Furthermore, the character width takes breakpoints in account with
the following rules:

– A character not on a break point may have its width corrected due to kerning.
– A space character at the beginning or end of a line has width 0.
– A non-space and non-hyphen character not at the end of a word that is

a break point has width of the character plus the width of a hyphen.
– If ci is part of a ligature, and the ligature is not broken, cwi is the width of

the ligature divided among the characters that make up the ligature.

The natural line width nlwi, 0 ≤ i ≤ n at character ci is the sum of widths of
characters on to the closest previous breakpoint sj. More specific, nlw0 is the
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indent, and if sj = 0, nlwi = nlw0 +
∑i

d=1 cwd, otherwise nlwi =
∑i

d=sj+1 cwd.
The natural line width of a line lj , 1 ≤ j ≤ k is nlwsj . The number of spaces in
a line lj is nspsj =

∑sj−1
i=sj−1+1{1|ci = space}, so spaces at the start and end of

a line are not counted (it is assumed no space follows another space).
The line breaking problem for a paragraph p for a desired text width and

indent is finding a set of break points of p that look ’nice’. We will consider fixed
text width, tw, throughout this paper with the exception of the first line, which
can have a (possibly negative) indent in.

A simple approach to the line breaking problem is to consider lines one by
one, like Unix’s Troff. Simply keep adding words as long as the natural line width
does not exceed the text width. If a word makes the line overflow, try hyphenate
the word (using a word list or Liang’s hyphenation algorithm) and add as many
parts (possibly zero) of the word to the line as long as the text width is not
exceeded. Output the line and place the remainder on the following line. In this
approach, line breaks are only optimized locally, without regard to the breaks
in the remainder of the paragraph.

TEX’s line breaking algorithm [4] on the other hand optimizes line breaks on
the level of the paragraph. We give a short description of TEX’s line breaking
algorithm here (see [3] for an extensive description). TEX determines character
widths taking kerning and ligatures in account and uses a three phased process.

In phase 1, no hyphenation points are considered for line breaking, only white
spaces. For a paragraph broken in k lines, for each line j = 1 . . . k a badness bi

is calculated, using bj = 100
(nlwsj

−tw

nspsj
·f
)3 where nlwsj the natural line width,

tw the text width, nspsj the number of spaces of line j and f is a factor that
differs depending on whether the line needs to be stretched or shrunk. Note that
nlwsj − tw represents the amount that the line needs to be stretched or shrunk.
Depending on the value of bj , the line is classified as tight, decent, loose or very
loose. If none of the line’s badnesses exceed a ’pretolerance’ limit, the paragraph
is accepted.

Otherwise, in phase 2, the hyphenation candidates are calculated for the
paragraph and a new set of breakpoints is calculated. If all of the line’s badnesses
are below a tolerance level (which differs from the pretolerance level) a demirit
for the paragraph is calculated as a combination of line badnesses, roughly as

n∑
j=1

(c + bj)2 + p · |p| (1)

where c is a constant line penalty and p a penalty term. A tight line next to
a loose line increases the penalty p. If two consecutive lines are hyphenated, or
if the last broken line is hyphenated, the penalty is increased. A paragraph with
a demerit below a threshold is accepted.

Otherwise, in phase 3, the steps in phase 2 are repeated but now with an
emergency stretch that allows lines to shrink or expand more. If this last phase
does not succeed, TEX outputs overly long lines, due to the thresholds in the
algorithm.
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3 A Probabilistic Line Breaking Algorithm

We start with deriving the line breaking algorithm and illustrate how to de-
sign a simple but efficient probabilistic algorithm based on a dynamic Bayesian
network. Then, this model is generalized and we show how the behavior of the
network can be influenced by tuning network parameters. Because the network
is easy to comprehend, the resulting change in behavior is intuitively satisfying.

3.1 A Simple Probabilistic Line Breaking Algorithm

We approach the line breaking problem by defining a probability distribution
that represents the acceptability of a set of breakpoints.

Let p be a paragraph with n characters c1, . . . , cn, text width tw, indent in
and a set of break points S = {s0, . . . , sk}. Let ai, 1 ≤ i ≤ n be a boolean
representing whether the break-up up to character i is acceptable, and let a
denote an. Then we are interested in P (a, S, p, in) where we leave tw and cwi

implicit. We make the following two assumptions

1. the acceptability of the first i characters in the break-up is independent of
the break-up of the remainder, provided nlwi−1 is known for the remainder.

2. we have no initial preference for any breakup, that is, P (S|p, in) is constant
for any S.

The first assumption is the base for the efficiency of TEX’s line break-
ing algorithm. The last assumption is for the sake of simplifying the deriva-
tion of the probabilistic algorithm, and will be relaxed in the following sec-
tion. Now, P (a, S, p, in) = P (a|S, p, in)P (S|p, in)P (p, in). Since p and in are
given, and using the second assumption, P (p, in) and P (S|p, in) are con-
stant, so P (a, S, p, in) ∝ P (a|S, p, in). The first assumption lets us decompose
P (a|S, p, in) as P (ai|S\{i+ 1, . . . , n}, p, in)·P (a|S\{1, . . . , i}, p, nlwi, in), where
the first term is the acceptability of the break-up of the first i characters, and the
second term the acceptability of the remainder given the natural line width nlwi

of the last line of the first i characters. Now note P (ai|S\{i+ 1, . . . , n}, p, in) =
P (ai|S\{i+ 1, . . . , n}, p\{ci+1, . . . , n}, in). Therefore, we can write P (a|S, p, in)
as the product of the acceptability of the individual characters.

That is P (a|S, p, in) equals P (a1|S\{2, . . . , n}, p, in) · P (a|S\{2, . . . , n}, p\
{c2, . . . , cn}, nlw1, in). Observe, in the first term S\{2, . . . , n} can be inter-
preted as the boolean 1 ∈ S and that in the latter term the indent does not
give any extra information once nlw1 is known. So, we can write P (a1|1 ∈
S, p, in) ·P (a|S\{2, . . . , n}, p\{c2, . . . , cn}, nlw1). Repeating this process and re-
alising nlw0 = in gives P (a|S, p, in) =

∏n
i=1 P (ai|i ∈ S, p, nlwi−1).

Further, the natural line width at character i, 0 ≤ i ≤ n is calculated as

nlwi =
{ cwi |i− 1 ∈ S
nlwi−1 + cwi |i− 1 �∈ S

in |i = 0
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Now we are left with determining P (ai|i ∈ S, p, nlwi−1). If ci is not a break
point candidate (i.e., it is not a space, hyphen, or hyphenation point) and
i ∈ S, the break-up is not acceptable under any circumstances, and P (ai|i ∈
S, p, nlwi−1) = 0. If not breaking at ci means that the natural line width remains
within the text width, the line break-up is just as acceptable as the accaptabil-
ity of the remainder of the paragraph, P (ai|i ∈ S, p, nlwi−1) = 1. However, not
breaking may be unacceptable as well, if this means extending the natural length
beyond the text width. Breaking before the natural line width has reached the
text width also decreases acceptability. In summary, P (ai|i ∈ S, p, nlwi−1) is
defined as

0 |i is not a break point candidate and i ∈ S
1 |nlwi−1 + cwi ≤ tw and i �∈ S

P a(cwi|nlwi−1 − tw) |nlwi−1 + cwi > tw
P a(cwi|nlwi−1 − tw) |nlwi−1 + cwi ≤ tw and i ∈ S

where P a a distribution representing acceptability for breaking not earlier than
at ci instead of ci−1. For the choice of this distribution, we let ourselves inspire by
the empirical distribution of what seems to be acceptable as shown in Figure 2 by
the graph for published line lengths. This shows a distribution which is roughly
normal, with different variances for lines exceeding and undercutting the text
width. So, we define

P a(cwi|x) =
{
N(x + cwi, σ

+)/P a(x) |x + cwi ≥ 0
N(x + cwi, σ

−)/P a(x) |x + cwi < 0

where N(x, σ) the standard normal distribution N(x, σ) = 1
2πσ e

x2

σ2 , P a(x) =
N(x, σ+) if x ≥ 0 and N(x, σ−) otherwise and σ+ and σ− two variances,
which are the two parameters to choose. Note that the contribution of line j to
P (a|S, p, in) is

∏sj

i=sj−1+1 P (i ∈ S|p, nlwi−1) and that this reduces to N(nlwsj −
tw, σ+) if line j’s natural width exceeds the text width (nlwsj > tw) and
N(nlwsj − tw, σ−) if nlwsj ≤ tw.

What we are after is of course selecting a set of break points that maximizes
P (a|S, p, in). Note that what we have done so far is derive a dynamic Bayes net-
work with a structure as pictured in Figure 1. The character widths cwi are given
(refer to the rules as described in Section 2 for the actual details). Node bi indi-
cates whether breaking is allowed at character ci. The conditional distribution
for nlwi and ai are described in this section above.1 What remains is selecting
a value for the boolean variable indicated by i ∈ S in the figure. Straightforward
inference e.g. as described by Pearl [7] or Lauritzen [5], for finding the most likely
configuration for bi suffices to find the breakpoints.

It is interesting to see how this algorithm relates to TEX’s line breaking
algorithm. It can be shown2 for a paragraph p that a set of break points S =
1 Instead of implementing one slice per character, one slice per break point candidate

can be used. Of course, a correction for the characters widths between break point
candidates need to be implemented then.

2 See technical report version of this article for details.
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Fig. 1. Network representing simple probabilistic line breaking algorithm

{s0, . . . , sk} maximizes P (a, S, p, in) iff S maximizes
∑

j∈S+

−(nlwsj − tw)2 +
∑

j∈S−
(−(nlwsj − tw)2C1 + C2)− k.C3 (2)

where S+ the breakpoints j ∈ S such that nlwsj > tw, S− = S\S, C1 =
σ+2

σ−2 , C2 = σ+2 log σ+

σ− , and C3 = σ+2 log(2πσ+). In words, maximizing the
probability of acceptability P (a, S, p, in) by choosing a set of break points S
results in the same set of breakpoints as maximizing the sum over the lines
longer than the text width tw (first sum term) and lines shorter than tw (second
sum term). Comparing this with the formula that TEX maximizes, equation (1),
we see that TEX uses the square of a sum of cubic functions, where we derived
a quadratic one. Both have a term penalizing the number of lines (the term
−kC3 in (2), taking the reasonable assumption that log(2πσ+) > 0). Further,
TEX is concerned with the amount that spaces need to be expanded or squeezed,
instead of looking at the whole line width. In Section 4 we will see that this does
not matter too much.

Benefits of this simple probabilistic approach are that it allows for tuning
with intuitively attractive parameters. Further, by choosing a smooth probability
distribution for P a with infinite domain, no threshold effects leading to overly
long lines occur (as happens in TEX’s approach, resulting in overfull hboxes).
Finally, note that when instantiating the network with values of S, cw etc.,
the functional dependencies between nlwi and nlwi−1 have no impact on the
inference of a. So, we are left with a network that has a poly-tree structure
for which finding the most likely configuration of bi is linear in the size of the
network [7].

3.2 Extending the Probabilistic Line Breaking Algorithm

The second assumption in the previous section can be relaxed to take inter-
line effects in account. This allows discouraging multiple hyphenated lines in
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a row and preventing tight lines following loose lines. This information can be
incorporated by defining new metrics and updating P (S|p, in), the preference of
a break-up.

There are two issues that need to be considered when factoring in more met-
rics. First, to ensure it is possible to find the break points S that are most
likely to be accepted efficiently, the network structure that would model the
newly created metrics should not create large cycles. It would be sufficient to
ensure that the metrics are calculable for each character ci from the informa-
tion in slice i and i− 1 in the network. So when we have m metrics f1, . . . , fm,
we can write P (S, f1, . . . , fm|p) =

∏n
i=1 P (i ∈ S, fi,1, . . . , fi,m|p), where fi,j

is the metric fj calculated at character i. Second, a choice need to be made
modeling the interoperations of the metrics on the probability of acceptabil-
ity. A pragmatic choice is to assume that the metrics have independent im-
pact on out preference for a break-up S at a particular character ci. Then
we can write P (i ∈ S, fi,1, . . . , fi,m|p) = P (i ∈ S|p)

∏m
j=1 P (fi,j |i ∈ S, p) ∝∏m

j=1 P (fi,j |i ∈ S, p).
Some metrics that could be calculated for each character are: tightness of

previous line (one of ’tight’, ’normal’, ’loose’), number of previously hyphenated
lines (one of 0, 1, 2, many), the amount spaces in a line need to be expanded to
make the line fit the text width, and desirability of breakpoint (distinguishing
desirability of spaces, hyphens, and hyphenation points). The latter requires the
number of spaces at character i to be calculated as well.

A similar analysis as in the derivation of (2) reveals that each metric con-
tributes as a seperate sum, i.e., arg maxS P (a, S, p, in) = arg maxS

∑k
j=1 m1,sj +∑k

j=1 m2,sj +. . .+
∑k

j=1 mf,sj . There is a similarity with (1) in that subtle effects
impact additive. The difference is that TEX’s penalties are difficult to interpret,
especially because effects are multiplied (the term p · |p| in (1)).

This extension has all the benefits of the simple probabilistic approach: in-
tuitively tunable parameters, complexity linear in the number of character, and
no threshold effects. Furthermore, it captures subtle interline effects and can be
extended easily to capture even more factors.

4 Empirical Results

To get an impression of the behavior of various line breaking algorithms, we
looked at a set of existing publications and compared these with the output
of some popular typesetting systems. Data was obtained from various scientific
journals in the pharmaceutical area. Because the information was provided in
PDF format, quite a bit of processing was required to get it into a useable format.
Using the XPDF library3, text, font and location information was extracted from
the PDF files and strings glued together to lines, taking super and subscripts
in account. Using simple pattern matching rules, any non-paragraph text, like
headers and footers, titles, references etc., was removed and text lines glued to
3 Available from http://www.foolabs.com/xpdf.
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Fig. 2. Natural line widths (left) and space widths (right) for published para-
graphs and TEX and DLPager output. Left horizontal axis shows the line length
in points (204pt is optimal), right the space width in 100th of a point (250 is
optimal). Vertical axis shows the number of lines with the particular property

paragraphs. Because of tables and figures floating through the text, this was
not 100% successful and a manual post-processing step was required to ensure
broken paragraphs were glued or split. The database contained 5.459 paragraphs
with 74.120 lines in total. Natural line widths were calculated taking kerning in
account.

We compared the published paragraphs with TEX to establish two bench-
marks. The TEX input was obtained by collecting text from each of the para-
graphs, mapping special characters (like ≤, ±, ©c, etc) and generating a TEX file
with a pagebreak after each paragraph. The TEX input uses the same font and
paragraph settings as in the published paragraphs. Then LATEX was run to gen-
erate PDF and the same process as for published PDF was applied. However,
this time paragraphs could be reliably extracted because each of them was out-
put on its own page. TEX was run both with default settings and with sloppy
paragraphs. The same process was repeated using DL Pager, a commercial com-
position engine from Datalogics4.

An informal experiment5 was performed where publication managers were
asked to rank randomly selected paragraphs comparing published text with
Pager and our algorithm. Paragraphs were presented side by side on a page
to make comparison easier and the paragraphs were randomly ordered on the
page. The result of this experiment was that publication managers tended to
prefer the published result, with our new algorithm close by and Pager last.
However, all three types of paragraphs were ranked first and last some of the
4 See http://www.datalogics.com for details
5 See technical report version of this article for details of the experiment.
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time. Overall, this result is encouraging because it shows that Bayesian networks
can actually help in increasing the typesetting quality.

An instant quantitative impression was obtained by measuring the distribu-
tion of the natural line widths and space widths of published material and lines
generated by the typesetting systems. Though this does not show subtle inter-
line behavior (such as appearance of multiple hyphenated lines), it still gives
a good initial assessment of a system since looseness of lines is mentioned by
publication managers as the primary indication of the quality of a line.

Figure 2 shows the distribution of the natural line widths for the published
paragraphs and the TEX output. Only middle lines are shown, not the first line
(due to its indent) or last line. The ideal line is 204 points wide, if it is more,
spaces have to be shrunk, or if it is less they have to be stretched. Figure 2
show clearly that handcrafted lines tend to be closer to the ideal length than
TEX lines. In fact default TEX outputs a large number of lines that exceed the
line length so much that there is not enough space in the line to shrink them,
and the line exceeds the right boundary. Making paragraphs sloppy largely solves
this problem, but there are even more looser lines than with the default setting.
DL Pager output tends to have more lines closer to the ideal output compared
to default TEX. However, in cases where lines are loose, they tend to be very
loose, making the tail on the left in the left side graph rather thick.

Also in Figure 2, natural line widths of three XSL-FO processors are shown.
FOP version 0.20.46 is an open source processor that uses a line breaking al-
gorithm inspired by TEX. XEP version 3.27 and XSL Formatter version 2.48

are commercial XSL-FO processors using unknown line breaking algorithms. All
three XSL-FO processors use hyphenation rules inspired by TEX’s hyphenation
files, indicating that all of them use Liang’s hyphenation algorithm [6]. The
XSL-FO standard [8] leaves the implementation of the line breaking rules to the
XSL-FO processor, within bounds of common sense line breaking rules as spec-
ified in the Unicode standard [2]. Consequently, there is very little a user can
do to influence the layout of paragraphs when using XSL-FO. Figure 2 shows
that all three processors are quite far from the published output. FOP and XSL-
Formatter both are very reluctant to expand a space, as indicated by the sharp
drop in the number of lines longer than the optimal 204 point width.

The right side of Figure 2 shows the distribution of space widths for the
systems under investigation. Lines can be made a bit longer or shorter to justify
by expanding or squeezing spaces. For example, in a line with 3 spaces and
a natural line width of 201 point 1 point may be added to each of the spaces to
expand the line to 204 point. The space width for a line is calculated as (natural
line width − text width)/number of spaces where the paragraph width is 204
point and lines without spaces are ignored. The distribution for published text
is more peaked and has tails that are less fat than any of the systems. Sloppy
TEX has a wider distribution than plain TEX and in fact any of the systems.
6 Available from http://xml.apache.org.
7 Available from http://www.renderx.com.
8 Available from http://www.antennahouse.com.
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Fig. 3. Natural line widths (left) and space widths (right) for published para-
graphs and simple algorithm with various values of σ− and σ+. Axis as in Fig-
ure 2

The distribution of DLPager comes closest to the published results. Figure 2
illustrates once more the reluctance of Fop and Antenna House’s tendency to
squeeze spaces. XEP shows least hesitation in squeezing spaces of all the systems.
Figure 2 shows that there is considerable difference in behavior and indicate that
there is room for improvement in automatic line breaking.

Figure 3 shows the distribution of natural line widths (left) and spaces (right)
of our probabilistic line breaking algorithm for different settings of σ− and σ+.
The published text is shown as reference. Interestingly, for σ− = 1.4 and σ+ =
0.3 we get a distribution that is especially close to the published text, closer
than any of the other systems examined. By changing the values to σ− = 0.3
and σ+ = 1.4, we choose to accept tighter lines over loose lines and the line width
distribution shifts to the right (so spaces get squeezed and its distribution goes
to the left). Setting variances to σ− = 10 and σ+ = 0.3 gives a result left from
the two. Remarkably, the probability of acceptability depends on the natural
line widths only, not on the space width, like in TEX’s algorithm. Figure 3 shows
that this does not result in overly tight lines tough.

We compared the simple probabilistic algorithm with the one extended with
some of the terms of Section 3.2 by creating graphs similar to Figure 3. The
graphs showed that the distributions of natural line widths and space widths
are very close. Informal inspection of the output shows that the choice of break
points indeed is influenced as desired by tuning parameters of the network.
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5 Conclusions

We showed how a probabilistic interpretation of an ill defined problem, the prob-
lem of finding line breaks in a paragraph, can lead to an efficient new algorithm.
The graphical model that results from the probabilistic interpretation has the
advantage that it is easy to tune. Thanks to the architecture of the network
structure being a polytree, the algorithm is linear in the number of characters
in a paragraph. Line breaks are optimized taking the whole paragraph in ac-
count. We demonstrated how adding metrics to capture subtle typographical
rules can be done without impacting the efficiency. The resulting algorithm does
not show threshold effects (like TEX) and it allows for easy incorporation of
subtle typesetting properties. Empirical evidence suggests that this algorithm
performs closer to results published through desk top publishing (DTP) than
a number of existing systems.

There are a few limitations to our work. We only considered English text with
US-English hyphenation rules in our experiments. However, different languages
have other hyphenation rules and some even have different breaking rules, like
east Asian langauges [2]. Further, we only considered batch composition systems,
but line breaking is routinely applied in word processors and DTP packages as
well. These systems deal with incremental line breaking and the algorithm can
be easily extended to deal with these limitations.

A bigger task is dealing with page breaks. It has been observed that page
breaking can be interpreted as vertical version of the line breaking problem [1], so
a probabilistic interpretation of this problem could be applied straigthforwardly
to find a new algorithm. An extra complication, however, is placement of floating
objects, like figures, tables and footnotes. Also, there is the interaction between
line breaks and paragraph breaks, making this a more challenging problem.
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Abstract. In this paper we show that a certain type of satisfiability
problem for a set of propositional sentences with a many-valued seman-
tics can be transformed into an equivalent commutative semiring-based
constraint satisfaction problem (CSP). This is in analogy to the classical
satisfiability problem (SAT) being an instance of a CSP. The character-
istic matrix of the logic is a De Morgan lattice, seen as a commutative
semiring. The levels of satisfiability is determined by the natural partial
order on the semiring. The aim of a many-valued satisfiability problem
may be to maximize the level of satisfaction, or to find a state in which
a predetermined minimum level of satisfaction is attained. These aims
can both be formulated as constraint problems.
Many-valued satisfiability problems occur naturally in an epistemic con-
text of knowledge and beliefs about the state of a system S. The possible
states of S are determined by the ontological constraints on S. The states
are partially ordered by the beliefs of an agent observing the system, and
trying to determine its current state. Unlike the ontological constraints
on S, which are not defeasible, epistemic constraints are assigned degrees
of plausibility, reflecting the reliability of the source or observation. The
aim of the agent may be to find a possible state in which the degree of
plausibility of the combination of its epistemic constraints is maximized,
or to find a sufficiently plausible state. Such a state represents a best
approximation of the current state of the system.

Keywords: Constraints; Logic; Uncertain reasoning

1 Introduction

Consider the representation of a physical system S as a knowledge system. The
possible states of S are determined by the physical constraints of the system, as
described by a set of sentences. These may be viewed as ontological constraints,
since they describe the physical attributes of S, but they can also be viewed
as background knowledge about S. The states of S are partially ordered by the
beliefs of an agent observing the system. These beliefs constitute the epistemic
constraints that the agent places on the system. They may be formulated syn-
tactically, like the ontological constraints of S, but they may also be formulated
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semantically. Unlike the ontological constraints of S, which are not defeasible,
epistemic constraints are assigned degrees of plausibility, reflecting the reliability
of the source or observation. The aim of the agent is to find a possible state in
which the degree of plausibility of the combination of its epistemic constraints is
maximised. Such a state represents a best approximation of the current state of
the system. In this paper we show that this problem can be described and solved
as a satisfiability problem in a many-valued logic, formulated as an instance of
a semiring-based constraint satisfaction problem.

Related to the problem of finding a maximally plausible state, given a set
of constraints, is the problem of partitioning the state space into reachable and
unreachable states (or, possible and impossible worlds). Generating representa-
tive reachable states is a central aspect of model-checking, where the aim is to
ensure that the given constraints are satisfied in all reachable states [1]. This,
in turn, can be viewed an intermediary goal in the more ambitious enterprise
of scientific discovery. Here, the scientific agent engages in a process of scientific
enquiry in order to partition the state space, and then formulate a scientific the-
ory (i.e. a set of constraints) which gives a complete (i.e. sound and adequate)
specification of the partition. The focus of this paper is on the more modest aim
of the truth-seeking agent outlined in the previous paragraph.

In the classical propositional satisfiability problem statement (SAT),
n clauses in m variables are given. The aim is to find an assignment of truth
values to the variables that satisfies all the clauses. This problem has been gener-
alized to, for example, the MAX SAT problem, where the aim is to maximise the
number of clauses that are satisfied. In this paper, we employ a notion of many-
valued satisfiability, in which the aim is to maximise the level of satisfaction
instead of the number of satisfied clauses. Working with multiple levels of satis-
faction requires a logical framework with a many-valued semantics. The value of
a proposition in a state or world indicates the extent to which the proposition
is satisfied in that state.

SAT is an instance of a constraint satisfaction problem (CSP). In the classi-
cal CSP statement, n relations in m variables, ranging over some domain D, are
given. The aim is to find an assignment of domain values to the variables such
that each relation, or constraint, is satisfied. A number of mappings between
SAT and CSPs have been investigated. In the standard non-binary encoding
of SAT as a CSP the clauses are constraints, and a solution to the problem is
an assignment of truth values to the variables such that all the constraints are
satisfied. Not all CSP’s have solutions. To accommodate such cases the CSP
framework has to be extended to allow for the expression of a notion of par-
tial satisfiability. The semiring constraint satisfaction problem framework has
proved successful as a unifying framework for the characterization of a range
of constraint satisfaction problems, including MAX CSPs, valued CSPs, fuzzy
CSPs and weighted CSPs [2].

We define satisfiability in terms of a binary function which assigns to each
proposition a truth value in each state, indicating the plausibility of the propo-
sition in that state. We show that this corresponds to the notion of partial
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constraint satisfaction used in semiring constraint satisfaction problems. This
extends the non-binary encoding of the classical satisfiability problem as a CSP.
In Section 2, we give the relevant background to many-valued logic, and show
that many-valued logic can be used to formulate the problem statement given
above. In Section 3, we define the relevant concepts in semiring CSPs, reformu-
lated in order to clarify the connection with many-valued logic. In Section 4,
we represent the many-valued satisfiability problem as a commutative semiring
CSP, and present an agent’s satisfiability problems in a commutative semiring
CSP framework. Section 5 summarizes our main result, and links it to related
and future work.

2 Many-Valued Logic

Let L be a propositional language built in the standard way from a denumerable
set of atoms L0, and connectives ∧, ∨ and ¬. Let A be a finite domain of truth
values, and A = (A,∧,∨,¬) an abstract algebra with operations ∧, ∨ and ¬ of
the same arity as the corresponding connectives in L. A valuation is a function
v : L→ A which preserves the connectives of L, viewed as operations on the free
algebra generated by L0. That is, v(φ∧ψ) = v(φ)∧v(ψ), v(φ∨ψ) = v(φ)∨v(ψ),
and v(¬φ) = ¬v(φ).

We assume in this paper that A is a De Morgan lattice, as in Definition 2
below:

Definition 1. A distributive lattice is a structure (A,∧,∨) such that:

1. A is a non-empty, partially ordered set;
2. For each a, b ∈ A, their meet a ∧ b and join a ∨ b exist, where the meet of

two elements is their greatest lower bound, and the join of two elements is
their least upper bound;

3. ∧ and ∨ distribute over each other.

Definition 2. A De Morgan lattice is a structure A = (A,∧,∨,¬, 0, 1) such
that:

1. (A,∧,∨) is a distributive lattice;
2. ¬ is an involution, i.e. ¬¬a = a;
3. De Morgan’s laws hold, i.e. ¬(a ∧ b) = ¬a ∨ ¬b and ¬(a ∨ b) = ¬a ∧ ¬b;
4. 0 is the zero element and 1 the unit element of A, i.e. for every a ∈ A,

a = a ∨ 0 and a = a ∧ 1.

A filter in A is a nonempty subset of A which is closed upwards under ≤, and
closed under ∧. Let F = {Fi : i ∈ I} be a set of filters. Each filter partitions A
into a set of designated and undesignated elements. Each tuple 〈A, Fi〉 deter-
mines a semantic consequence relation on L: φ is a logical consequence of the
set of premises Γ iff, whenever each element of Γ takes on a designated value in
〈A, Fi〉, then φ also takes on a designated value in 〈A, Fi〉. This definition gen-
eralizes the notion of logical consequence in classical propositional logic, where
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φ is a logical consequence of Γ iff, whenever each element of Γ is true, then φ is
also true. The set of determining matrices M = {〈A, Fi〉 : i ∈ I} also gives rise
to a semantic consequence relation on L, namely the intersection of the semantic
consequence relations determined by each 〈A, Fi〉 ∈ M [3]:

Definition 3. Let M = {〈A, Fi〉 : i ∈ I} be a class of matrices. The semantic
consequence relation |=M is defined as follows: For any Γ ⊆ L and φ ∈ L,

Γ |=M φ iff for every 〈A, Fi〉 ∈ M and v : L→ A , if v (Γ ) ⊆ Fi then v(φ)∈Fi.

A state is defined as a function s : L0 → A. A state is a model of a set of
propositions Γ if its extension to a valuation v : L → A assigns a designated
value to each element of Γ in each determining matrix of the logic. A logical
theorem is a proposition which takes on a designated value in each state in
each determining matrix. For notational convenience, we will also write φ(s) to
refer to the truth value s(φ) of φ in state s. φ(s) may be viewed as the level
of satisfaction of φ in s, indicating how close s is to being a model of φ. More
generally, we define the level of satisfaction of a set of propositions Γ in a state s
as the meet

Γ (s) =
∧
{φ(s) | φ ∈ Γ}.

Each determining matrix partitions the set of truth values into a set of desig-
nated values and a set of undesignated values. The choice of determining matrices
determines the logical consequence relation of the resulting logic. These range
from those consequence relations induced by a single filter in A, to the conse-
quence relation induced by the set of all filters in A. The latter relation reflects
the partial order on A: ψ is a logical consequence of φ iff ψ is satisfied to at least
the same level as φ in each state. That is, (∀s : L0 → A)φ(s) ≤ ψ(s).

For example, consider the three-valued Partial Logic, with characteristic al-
gebra the Kleene lattice K3 = {{t, u, f},∧,∨,¬} shown in Figure 1 [4]. The
third, non-classical truth value u is used to indicate that the truth or falsity of
an atom is unknown. Negation is defined as follows: ¬t = f ; ¬f = t; ¬u = u.
K3 is a De Morgan lattice (see Definition 2 above). The filters in K3 are {t},

{t, u} and {t, u, f}. Choosing all three these filters as designated sets yields the

f

t

u

Fig. 1. The partial truth order on K3
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Fig. 2. The partial knowledge order on K3

logical consequence relation of Partial Logic, which can also be characterized as
follows:

φ |=pl ψ iff (∀s : L0 → A)φ(s) ≤ ψ(s).

The characteristic algebra of a many-valued logic is often endowed with a sec-
ond partial order representing an increase in information, or a decrease in ab-
straction. This induces a pointwise order on states, yielding an information-
ordered state space. The maximal states are the only realizable states. States
lower down in the information order are partial descriptions, or abstractions, of
realizable states. For example, the information order in Figure 2 is associated
with the three-valued Kleene lattice:

The maximal elements in the state space induced by this information order
are those states in which the truth of all atoms in the language are known, that
is, no atom is assigned the third, non-classical truth value u.

3 Semiring-Based Constraint Satisfaction

Many constraint satisfaction schemes can be described using a semiring, defined
below. The elements of the semiring indicate levels of compliance of states with
constraints on them, and the operations of the semiring are used to combine
constraints. In this section we give the necessary background on the semiring
constraint satisfaction framework; for a more detailed account, see [2]. For tech-
nical reasons, and in order to simplify subsequent definitions and results, our
definition of the domain of a constraint differs from that presented in [2]. We
also restrict our attention to commutative semirings.

Definition 4. A semiring is a tuple (A,×,+, 0, 1) such that

1. A is a set with 0, 1 ∈ A;
2. + is a closed, commutative, associative binary operation on A;
3. 0 is the unit element for +, i.e. a + 0 = a = 0 + a;
4. × is a closed, associative binary operation on A;
5. 1 is the unit element for ×, i.e. a × 1 = a = 1 × a, and 0 is its absorbing

element, i.e. a× 0 = 0 = 0× a;
6. × distributes over +, i.e. a× (b + c) = (a× b) + (a× c).
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Definition 5. A commutative semiring is a semiring (A,×,+, 0, 1) such that

1. + is idempotent, i.e. a + a = a;
2. × is commutative;
3. 1 is the absorbing element for +.

Definition 6. A constraint system is a tuple CS = 〈A, D, V 〉, where A =
(A,×,+, 0, 1) is a commutative semiring, and V is a set of variables ranging
over a finite domain D.

A state is an assignment of a domain element to each variable, i.e. states are
elements of the function space S = {s : V → D} = DV . Let W ⊆ V . s|W
denotes the restriction of s to W . For any state s, s|W is a function assigning
a domain value to each element of W . W therefore partitions the state space
into sets of states that are W -equivalent:

s �W t iff s|W = t|W .

Our introduction of the relation �W simplifies subsequent definitions dealing
with constraints. We define a constraint c over W as a �W -preserving assignment
of semiring values to states, with equivalent states assigned the same semiring
value. (In [2], the domain of a constraint over W is defined as the function space
{s : W → D} = DW , as opposed to the entire state space.)

Definition 7. Let CS = 〈A, D, V 〉 be a constraint system, with state space
S = {s : V → D}. A constraint over W ⊆ V is a �W -preserving function
c : S → A.

Let V ar(c) =
⋂
{W : c is a constraint over W}. V ar(c) is called the set of con-

strained variables of c.
The additive + operation of the commutative semiring induces a partial

preference order on the semiring: a ≤ b if and only if a + b = b. This, in turn,
induces a pointwise partial constraint order : c1 0 c2 if and only if for any
state s, c1(s) ≤ c2(s). If c1 0 c2 and c2 0 c1, then c1 = c2.

Given a constraint c over W , + is used to form a new constraint which only
takes into account a subset of the variables in W :

Definition 8. Given a constraint c over W , and U ⊆ W , the projection of c
onto U is the constraint c⇓U over U , where c⇓U (t) =

∑
{c(t′) : t �U t′}.

The projection of a set of constraints onto a subset of variables is used in the
formulation of local consistency search techniques. If U ⊂W , then �U is a larger
equivalence relation than �W . For each �U -equivalence class of states, the pro-
jection of c onto U picks the best value amongst those values that c take in states
that may not be �W -equivalent, but are �U -equivalent.

The multiplicative operation × is used to form the combination of two con-
straints:

Definition 9. Given two constraints c1 and c2 over U and W respectively, their
combination c1 ⊗ c2 is the constraint c over U ∪W , where c(t) = c1(t)× c2(t).
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The complete solution to a set of constraints is their combination, which is
an assignment of an element of the semiring to each element of the state space.
However, generating a complete solution is typically prohibitive in terms of both
time and space requirements. The problem statement may only require finding
an element of the state space for which a maximum element in the preference
ordering on the semiring is obtained, or finding an element of the state space for
which a predetermined minimum preference value is exceeded.

We next turn to the notion of k-consistency, which is used in search techniques
that look for inconsistencies in partial solutions by considering only constraints
over k variables, in order to prune the search space at an early stage of the search,
and so reduce the search time. A set of constraints C is called k-consistent if, for
any set W of k− 1 variables, and any kth variable x, the combination of all the
constraints over W in C is equal to the projection onto W of the combination
of all the constraints over W ∪ {x} in C.

Definition 10. A set of constraints C is called k-consistent if, for any W ⊂ V
such that |W | = k, and x ∈ V −W ,

⊗{c : c ∈ C and V ar(c) ⊆W} 0 (⊗{c : c ∈ C and V ar(c) ⊆ (W ∪ {x})})⇓W .

The converse of the inequality in this definition always holds [2]. The most com-
mon k-consistency techniques used are unary, or node consistency, and binary,
or arc consistency, but the more general notion of k-consistency is also employed
by certain local consistency search algorithms.

4 Many-Valued Satisfiability

The satisfiability problem in a many-valued logic can be defined as for classical
logic, i.e. as the problem of finding a model of a given set of clauses. As with
the classical satisfiability problem, this can be generalized to the maximal sat-
isfiability problem (MAX-SAT), i.e. the problem of finding a state in which the
maximum number of clauses are satisfied.

We propose an alternative generalization of the satisfiability problem, namely
that of finding a state in which a maximal value in the partial truth order on
the characteristic matrix of the logic, is obtained. The aim is to maximise the
minimum level of satisfiability of the clauses, as opposed to finding a model, or
maximising the number of satisfied clauses. This problem requires a logic with
a many-valued semantics, to account for different levels of satisfiability. It is also
the natural definition of satisfiability in a logic where the consequence relation
reflects the partial truth order on the characteristic matrix, instead of being
defined in terms of models as is the case in classical logic. We shall show that
this formulation is an instance of a semiring constraint satisfaction problem, just
as SAT is an instance of a CSP, and MAX-SAT is an instance of MAX-CSP.

In order to view the many-valued satisfiability problem as a constraint satis-
faction problem, the domain of the constrained variables have to coincide with
the domain of preference values in the semiring, i.e. in the constraint system
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CS = 〈A, D, V 〉, we must have A = D. For example, in hardware verification,
Belnap’s four-valued logic has been used to model both the state space and the
values that the specification of a circuit can take [5, 1]. The specification lan-
guage used is a four-valued temporal logic. Statements in the logic are temporal
constraints specifying the behaviour of a circuit over time. We also make the
following assumptions about the characteristic algebra A of the logic:

– A is a De Morgan lattice;
– Each filter in A is a designated set.

The first assumption ensures that the algebra is a commutative semiring, with
meet ∧ as multiplicative operation, and join ∨ as additive operation correspond-
ing to the conjunctive and disjunctive connectives ∧ and ∨ in the language of
the logic. It also ensures that propositions can be written in conjunctive normal
form (CNF). Since A is a De Morgan lattice, its meet operation is idempotent.
This ensures that the notion of local consistency is well-defined.

The second assumption ensures that the partial order on propositions in-
duced by the consequence relation of the logic coincides with the constraint
order. The consequence relation obtained is the intersection of the consequence
relations obtained by taking each filter separately as designated set. Omitting
this assumption allows for a coarser relation of logical strength on propositions
than the constraint order in a CSCSP. This is appropriate when a solution with
a given minimum level of satisfaction is sought, instead of an optimal solution.

The syntactic characterization of the combination of two constraints is their
conjunction. The following theorem characterizes the projection of a constraint
in CNF syntactically, instead of semantically as in Definition 8. Its proof is also
an algorithm to construct the projection of a given constraint.

Theorem 1. Let W = U ∪{P}. Let the sentence c = c1∧ . . .∧cn be a constraint
over W , where each conjunct ci is a disjunction of literals (i.e. a clause). The
conjuncts of c⇓U in CNF are as follows:

– Each conjunct ci of c such that neither P nor ¬P occurs in ci, will also be
a conjunct of c⇓U .

– If ci and cj are conjuncts of c (i �= j) such that P occurs unnegated in ci

and ¬P occurs in cj, say ci = d1 ∨ P and cj = d2 ∨ ¬P , then d1 ∨ d2 ∨ k
will be a conjunct of c⇓U , where k is the constant proposition with value the
least upper bound of values that P ∧ ¬P can assume in any state.

– No other conjuncts will occur in c⇓U .

Proof. 1. Suppose that, for some i, where 1 ≤ i ≤ n, neither P nor ¬P occurs
in the conjunct ci. For any state t,

ci(t) =
∑
{ci(t′) : t �W t′}

=
∑
{ci(t′) : t �U t′}.

Projecting c onto U therefore has no effect on the value of ci in any state t.
The conjunct ci is therefore also a conjunct of the projection of c onto U .
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2. Next, suppose P occurs unnegated in ci for some i, where 1 ≤ i ≤ n, and ¬P
does not occur in any cj , where j �= i. For any state t, let t′ be the state such
that t = t′, except that P (t′) = 1. Then t �U t′ and ci(t′) = 1. Therefore∑
{ci(t′) : t �U t′} = 1. The conjunct ci must therefore be omitted in the

formation of the projection of c onto U .
3. Similarly, suppose ¬P occurs in ci for some i, where 1 ≤ i ≤ n, and P does

not occur unnegated in any cj , where j �= i. For any state t, let t′ be the
state such that t = t′, except that P (t′) = 0. Then t �U t′ and ci(t′) = 1.
Therefore

∑
{ci(t′) : t �U t′} = 1. The conjunct ci must therefore be omitted

in the formation of the projection of c onto U .
4. Suppose both P and ¬P occur in ci for some i, where 1 ≤ i ≤ n. For any

state t, let t′ be the state such that t = t′, except that P (t′) = 1. Then
t �U t′ and ci(t′) = 1. Therefore

∑
{ci(t′) : t �U t′} = 1. The conjunct ci

must therefore be omitted in the formation of the projection of c onto U .
5. Finally, suppose both P and ¬P occur in c, say in conjuncts ci = d1 ∨ P

and cj = d2 ∨ ¬P , where i �= j. For any state t,

(ci ∧ cj)⇓U (t) =
∑
{(ci ∧ cj)(t′) : t �U t′}

=
∑
{((d1 ∨ P ) ∧ (d2 ∨ ¬P ))(t′) : t �U t′}

=
∑
{((d1 ∧ d2) ∨ (d1 ∧ ¬P ) ∨ (d2 ∧ P ) ∨ (P ∧ ¬P ))(t′) :

t �U t′}
= d1(t) ∨ d2(t) ∨

∑
{(P ∧ ¬P )(t′) : t �U t′}.

The last equality above is derived as follows: Let t′ be the state such that
t = t′, except that P (t′) = 1. Then (ci∧cj)(t′) = d2(t′) = d2(t). Similarly, if t′

is the state such that t = t′, except that P (t′) = 0, then (ci∧cj)(t′) = d1(t′) =
d1(t). Therefore (ci ∧ cj)⇓U (t) ≥ d1(t) + d2(t). Further,

∑
{(P ∧ ¬P )(t′) :

t �U t′} is a constant, which is the least upper bound of values that P ∧¬P
can assume in any state. Call this constant k. The remaining inequalities
needed follow from the observation that (ci ∧ cj)⇓U (t) ≥ k, and that ci ∧ cj

is lower in the constraint order than d1∨d2∨k. (We assume that the language
has an atom k for each truth value in the De Morgan lattice.)
Therefore, for each pair of conjuncts ci = d1 ∨P and cj = d2 ∨¬P in c, d1 ∨
d2 ∨ k is a conjunct in the projection of c onto U . 12

We summarise the main claim of this paper as follows: Any satisfiability prob-
lem for a set of propositional sentences (of signature {∧,∨,¬}) with respect to
a many-valued semantics using a De Morgan lattice as its matrix of truth values,
can be transformed into an equivalent commutative semiring-based constraint
satisfaction problem. The transformation is managed as follows:

1. Syntactically, we have the propositional language L, the free algebra of sig-
nature {∧,∨,¬} generated by the denumerable ordered set L0 of atoms.
Semantically, we assign to atoms, and by homomorphic extension, to sen-
tences, truth values in the finite De Morgan lattice A = (A,∧,∨,¬, 0, 1).
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Since satisfaction is a semantic notion, sentences to be satisfied (to some
degree) may be replaced by semantically equivalent sentences (i.e. which are
assigned the same truth value in A by all assignments of truth values to
atoms). Since A satisfies De Morgan’s laws, every sentence has equivalent
conjunctive and disjunctive normal forms. The satisfiability problem under
consideration, formulated in terms of a set of sentences Γ involving only
atoms in W ⊆ L0, may be finding at least one truth assignment satisfying
Γ to at least some specified degree.

2. The reduct A− = (A,×,+, 0, 1) = (A,∧,∨, 0, 1) of the De Morgan lattice A,
obtained by simply ignoring its unary operation ¬, is a commutative semir-
ing. Since this has no effect on the set of truth values A, the truth values of
sentences involving ¬ are handled exactly as before.

3. We now construct the constraint system CS = 〈A−, A, L0〉, with state space
S = {s : L0 → A} the set of all truth value assignments to atoms, hence to
sentences. Sentences are now seen as constraints with respect to CS. Suppose
φ, with set of atoms U , is one of the sentences in Γ , where U ⊆W ⊆ L0. If s
and t are two states such that s|U = t|U , then s(φ) = t(φ). Hence, if we now
see φ as a function φ : S → A, with φ(s) = s(φ) ∈ A, then φ is a constraint
over U (and also W ).

4. Finally, the conjoined single logical constraint
∧
Γ coincides with the combi-

nation (or product) of these constraints in the commutative semiring frame-
work. The disjoined logical constraint

∨
Γ does not feature prominently

in the semiring framework, but the semantic projection of a constraint in
a commutative semiring CSP coincides with the logical constraint obtained
in Theorem 1.

Consider again the problem presented in the introduction to this paper: An
agent’s knowledge of a system consists of a specification of the physical properties
of the system, and acquired information, for example from another agent or by
observation of the system. Acquired information, or beliefs, are assigned a degree
of plausibility, reflecting the reliability of the source or observation. The physical
properties of the system are specified as a set of hard constraints, and are for-
mulated syntactically. Beliefs are soft constraints, and can be formulated either
syntactically or semantically. Indeed, not all semantic information acquired by
the agent is expressible syntactically. For example, it is not possible to formu-
late the belief that a given state is definitely excluded, i.e. that it should have
the lowest plausibility, syntactically. It is also impossible to formulate the belief
that state s is more plausible than state t syntactically. This does not present
a problem in a semiring constraint satisfaction framework, since searching the
state space for a maximal solution is a semantic procedure.

The aim of the agent is to find a realizable state, i.e. a state which is maximal
in the abstraction order, which satisfies all the hard constraints, and maximises
the degree of plausibility of the combination of the soft constraints. Such a state
represents a best approximation of the current state of the system. Although
all the constraints may be satisfied in some of the abstract states, they are not
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eligible as solutions, since they only contain partial information about the state
of the system.

The connectives ∧, ∨ and ¬ are monotone with respect to the abstraction
order on the state space. That is, given a constraint c, and states s and t such
that s ≤ t in the abstraction order, then also c(s) ≤ c(t) (again in the abstraction
order). This property can be used to prune the search space, and reduce search
time, since a subtree can be pruned as soon as the set of plausibility values above
c(s) in the abstraction order, {x : c(s) ≤ x}, does not contain an acceptable
plausibility for a solution.

5 Conclusion and Related Work

We have shown that, for the class of many-valued logics with characteristic al-
gebra a De Morgan lattice, the many-valued satisfiability problem can be trans-
formed into an instance of a commutative semiring constraint satisfaction prob-
lem. Such a logic also provides a suitable formal framework within which to
represent information that an agent is presented with in a knowledge system,
including partial information, different levels of epistemic entrenchment, and se-
mantic constraints. These can all be represented, either syntactically or seman-
tically, as propositions in a suitably chosen many-valued logic. Propositions in
the logic can then be viewed as constraints in a commutative semiring constraint
satisfaction problem.

A number of mappings between SAT and CSPs have been investigated, for
example in [6]. Our proposal extends the non-binary encoding of SAT as a CSP.
Other mappings include the standard dual and hidden variable encodings of non-
binary CSPs as binary CSPs. We briefly consider the dual variable encoding of
SAT as a CSP here: A dual variable Di is associated with each clause ci. The do-
main of Di consists of those states that satisfy the clause ci. Binary constraints
are posted between dual variables (i.e. clauses) that share propositional vari-
ables. These constraints ensure that value assignments are done consistently. In
the dual encoding of many-valued SAT as a semiring CSP, the domain of each
dual variable Di is the state space. A unary constraint is posted on each Di,
indicating the degree to which ci is satisfied in each state. The unary constraints
are therefore functions from the state space into the De Morgan lattice of truth
values. The binary constraints are two-valued hard constraints, as in the encod-
ing of SAT as a CSP, and are posted between dual variables (i.e. clauses) that
share propositional variables. The hidden variable encoding of many-valued SAT
as a semiring CSP is similar to the dual encoding.

The approach of this paper has been representational, rather than algorith-
mic. Both a theoretical and an empirical investigation into the algorithms appli-
cable to the problem domain presented here, and their complexity, are needed
in order to properly evaluate its usefulness.
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Abstract. Most of the theories on formalising intention interpret it as a
unary modal operator in Kripkean semantics, which gives it a monotonic
look. We argue that policy-based intentions [8] exhibit non-monotonic
behaviour which could be captured through a non-monotonic system
like defeasible logic. To this end we outline a defeasible logic of intention.
The proposed technique alleviates most of the problems related to logical
omniscience. The proof theory given shows how our approach helps in
the maintenance of intention-consistency in agent systems like BDI.

1 Introduction

Formalising cognitive states like intention has received much attention in the AI
community [7, 17, 18, 23]. All these theories are based on Normal Modal Logics
(NMLs), where intention is formalised into a modal operator on the framework
of kripkean possible world semantics. Due to this restriction, these theories suffer
from the logical-omniscience problem [10, 22]. One of the solutions suggested to
overcome this problem is to adopt a non-kripkean semantics as shown in [5].
In that work intention is interpreted in terms of its content and the intention
consequence relation is explained based on the content of two intentions. There
is also a representationalist theory of intention [11] that employs the minimal
model semantics [4] to interpret the intention operator. Work has also been done
relating intention to preferences [20] as well as commitments [6]. However none
of these theories have explicitly addressed the need for a non-monotonic theory
of intention and we argue that to capture the properties involved in policy-based
intention we need such a non-monotonic setup.

Our claim is based on Bratman’s [8] classification of intention as deliberative,
non-deliberative, policy-based and we show that policy-based intention is non-
monotonic (i.e. has a defeasible nature). Though, many of the theories mentioned
above is based on Bratman’s work, they fail to recognize the non-monotonic com-
ponent involved in intention. In this paper we adopt a particular non-monotonic
system, (defeasible logic), to study the properties involved in policy-based inten-
tion and show how one can relate it with an intentional system like BDI [17].
The reason for defeasible logic is due to its computational efficiency [13] and
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easy implementation [15]. We are unaware of any existing work relating reason-
ing about intention with non-monotonic reasoning to the best of our knowledge.
We believe that our approach helps in bridging the gap between non-monotonic
reasoning and reasoning about intention.

The proposed method provides solutions to the problem of logical-
omniscience which usually accompanies intention-formalisms based on normal
modal logics. The use of non-monotonic logics in intention reasoning allows the
agent to reason with partial knowledge without having a complete knowledge of
the environment. This also helps the agent in avoiding a complete knowledge of
the consequences. Moreover, we outline a proof-theory whereby one can reason
about ways of maintaining intention consistency in agent systems like BDI. The
new approach facilitates the designer of an agent system like BDI in describing
rules for constructing intentions from goals and goals from knowledge. This is im-
portant as it is in alliance with the commitment axioms of Rao and Georgeff [17]
and also provides an explanation on the practical nature of intentional systems
like BDI. In this paper we don’t want to recast the whole BDI theory but focus
on the intention part supplemented by the factual knowledge and its underlying
theory. Moreover similar considerations can be applied to the GOAL component.

In the next section we make the case for a non-monotonic theory of intention
based on Bratman’s classification of intention. In the third section we outline
the problem of logical omniscience and in the fourth we give an overview of
defeasible logic. The fifth section argues for a defeasible logic of intention. In the
final section we make a comparison between our work and the work in policy-
based reasoning

2 The Case for Non-monotonic Reasoning

An important classification of intention that is useful in computer science is that
of intending versus doing intentionally, where the former involves the true in-
tentions or preferences of the agent whereas the latter applies to the actions or
states that the agent performs or brings about but not with any prior intention
to do so. Based on this division Bratman classifies intentions as deliberative,
non-deliberative and policy-based. When an agent i has an intention of the form
INTt1

i ϕ, t2 (read as agent i intends at t1 to ϕ at t2) as a process of present de-
liberation, then it is called deliberative intention. On the other hand if the agent
comes to have such an intention not on the basis of present deliberation, but
at some earlier time t0 and have retained it from t0 to t1 without reconsidering
it then it is called non-deliberative. There can be a third case when intentions
can be general and concern potentially recurring circumstances in an agent’s
life. Such general intentions constitute policy-based intentions, and is defined as
follows: when the agent i has a general-(policy/intention) to ϕ in circumstances
of type ψ and i notes at t1 that i am (will be) in a ψ-type circumstance at t2, and
thereby arrive at an intention to ϕ at t2. The difference here is that there is no
present deliberation concerning the action to be performed as the agent already



416 Guido Governatori and Vineet Padmanabhan

has a general intention to do a particular action (doing intentionally). Whether
the agent is able to perform that action or not depends on the circumstances.

When dealing with such general policies/intentions (hereafter intention), we
have to take into account two cases. General intentions could be either (1) pe-
riodic or (2) circumstance-triggered. They are periodic in the sense that their
occasion for execution is guaranteed by the mere passage of a specific interval of
time. For instance, the general intention of patching up and rebooting the Unix
server, hobbit in our department on every friday at 7pm. In contrast to this,
general intention could be circumstance triggered as in the case of being Root if
one is Super-user. Its occasion is not guaranteed by the mere passage of time but
require that certain specific circumstances obtain. In both cases one can find that
the general intention has an underlying defeasible nature. The defeasible nature
is explained as follows. Consider the above example for circumstance-triggered
general intention:

SU(X)⇒ Root(X) (1)

which means, (super-users are typically root). Suppose, there exists an agent i (a
software program) that monitors tasks related to giving root permissions as and
according to whether a user is a normal-user (NU) or Super-User (SU) and i has
a general intention like (1). This general intention has a defeasible nature in the
sense that, if i knows that X is a SU then i may conclude that X is Root, unless
there is other evidence suggesting that X may not be root (for instance, when X
has only read and write permissions but not execute permission). But this does
not mean that the agent i should know all such conditions but, only those he
considers necessary to the intended outcome and that he/she isn’t confident of
their being satisfied. Hence our definition of general intention boils down to:

An agent intends all the necessary consequences of his performing his
general intention and he isn’t confident of their being satisfied.

In order to intend the necessary consequence the agent has to make sure that
all the evidence to the contrary has been defeated which basically is a defeasible
logic conclusion. This is different from the usual NML interpretation where the
agent intends all the consequences.

The formation of such general policies helps in extending the influence of
deliberation as it is a partial solution to the problems posed by our limited re-
sources for calculation and deliberation at the time of action. General policies
also facilitate co-ordination. It may sometimes be easier to appreciate expectable
consequences (both good and bad) of general ways of acting in recurrent circum-
stances than to appreciate the expectable consequences of a single case.

3 Logical Omniscience and Non-monotonicity

As we mentioned before, most of the theories based on NML’s interpret intention
as a unary modal operator in Kripkean semantics which makes it vulnerable to
the problem of logical-omniscience. The problem in its general form as stated
in [22] is as follows: (where X could represent a mental state like intention (INT)
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1. |= Xϕ ∧X(ϕ→ ψ)⇒ Xψ (side-effect problem)
2. |= ϕ→ ψ ⇒|= Xϕ→ Xψ (side-effect problem)
3. |= ϕ⇔ ψ ⇒|= Xϕ⇔ Xψ (side-effect problem)
4. |= ϕ⇒|= Xϕ (transference-problem)
5. |= (Xϕ ∧Xψ)→ X(ϕ ∧ ψ) (unrestricted combining)
6. |= Xϕ→ X(ϕ ∨ ψ) (unrestricted weakening)
7. |= ¬(Xϕ ∧X¬ϕ)

None of these properties except for (7) is valid when we take intention into
consideration. For instance, consider a situation where an agent i goes to the
bookstore with the intention of buying a paper-back and also with the intention
of buying a magazine because he has a general intention to buy them.1 Hence
according to (5) it could be formally given as:

INTi(paperback) ∧ INTi(magazine)→ INTi(paperback ∧magazine)

But this general intention is defeasible in the sense that at the bookstore the
agent might find that he doesn’t have enough money to buy both of them and
hence drops intention to buy each of them and now only intends to buy one of
them. NMLs fail to account for such type of reasoning. In Sugimoto [20] an extra
notion of preference is added and an ordering among the preferences is done to
capture the desired effect. But we argue that, in general, such intentions are
defeasible and hence a non-monotonic reasoning system would be more efficient
for such occasions. The above example could be stated in a non-monotonic setup
as

(1) paper-back(X)⇒buy(X),
(2) magazine(X)⇒buy(X),
(3) costly(X) � ¬buy(X);

where (1) and (2) are premises which reflects the agents general intention of
buying a paper-back and magazine unless there is other evidence like (3) sug-
gesting that he/she may not be able to buy. When intention is formalised in the
background of NMLs it is often the case that the agent has to have a complete
description of the environment before-hand or has to be omniscient in the sense
of knowing all the consequences. Classically the logical omniscience problem
amounts to say that an agent has to compute all consequences of its own theory.
It is obvious that some of the consequences are not intended as shown above.
Moreover in classical NML the set of consequences is infinite. Hence we need
a system like DL (defeasible logic) which is easily implementable and where the
set of consequences consists of the set of literals occurring in the agent theory
i.e. in the knowledge base, which is finite.

4 Overview of Defeasible Logic

As shown in the previous section, reasoning about general intention has a de-
feasible nature (in the sense that it is fallible) and hence we need an efficient
1 The example is a slightly modified one as given in [20].
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and easily implementable system to capture the required defeasible instances.
Defeasible logic, as developed by Nute [16] with a particular concern about com-
putational efficiency and developed over the years by [3, 2, 1] is our choice. The
reason being easy implementation [15], flexibility [1] (it has a constructively de-
fined and easy to use proof theory) and it is efficient: It is possible to compute
the complete set of consequences of a given theory in linear time [13]. We do not
address any semantic issues in this paper but the argumentation semantics as
given in [9] could be straightforwardly extended to the present case.

We begin by presenting the basic ingredients of DL. A defeasible theory
contains five different kinds of knowledge: facts, strict rules, defeasible rules,
defeaters, and a superiority relation. We consider only essentially propositional
rules. Rules containing free variables are interpreted as the set of their variable-
free instances.

Facts are indisputable statements, for example, “Vineet is a System Admin-
istrator”. In the logic, this might be expressed as SA(vineet).

Strict rules are rules in the classical sense: whenever the premises are in-
disputable (e.g., facts) then so is the conclusion. An example of a strict rule is
“System-Administrators are Super-Users”. Written formally: SA(X)→ SU(X).

Defeasible rules are rules that can be defeated by contrary evidence. An
example of such a rule is “Super-Users are typically root”; written formally:
SU(X) ⇒ Root(X). The idea is that if we know that someone is a super-
user, then we may conclude that he/she is root, unless there is other evidence
suggesting that it may not be root.

Defeaters are rules that cannot be used to draw any conclusions. Their only
use is to prevent some conclusions. In other words, they are used to defeat some
defeasible rules by producing evidence to the contrary. An example is “If a user is
normal-user then he might not be a root”. Formally: NU(X) � ¬Root(X). The
main point is that the information that a user is NU is not sufficient evidence
to conclude that he/she is not root. It is only evidence that the user may not be
able to become root. In other words, we don’t wish to conclude ¬root if NU , we
simply want to prevent a conclusion Root.

The superiority relation among rules is used to define priorities among rules,
that is, where one rule may override the conclusion of another rule. For example,
given the defeasible rules r : SU ⇒ Root and r′ : RW ⇒ ¬Root which contradict
one another, no conclusive decision can be made about whether a Super-User
with a read & write permission can be root. But if we introduce a superiority
relation > with r′ > r, then we can indeed conclude that the Super-User cannot
be root. The superiority relation is required to be acyclic. It turns out that
we only need to define the superiority relation over rules with contradictory
conclusions.

It is not possible in this short paper to give a complete formal description of
the logic. However, we hope to give enough information about the logic to make
the discussion intelligible. We refer the reader to [16, 3, 2] for more thorough
treatments.
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A rule r consists of its antecedent (or body) A(r) (A(r) may be omitted if it
is the empty set) which is a finite set of literals, an arrow, and its consequent
(or head) C(r) which is a literal. Given a set R of rules, we denote the set of all
strict rules in R by Rs, the set of strict and defeasible rules in R by Rsd, the
set of defeasible rules in R by Rd, and the set of defeaters in R by Rdft. R[q]
denotes the set of rules in R with consequent q. If q is a literal, ∼q denotes the
complementary literal (if q is a positive literal p then ∼q is ¬p; and if q is ¬p,
then ∼q is p).

A defeasible theory D is a triple (F,R,>) where F is a finite set of facts, R
a finite set of rules, and > a superiority relation on R.

A conclusion of D is a tagged literal and can have one of the following four
forms:

+Δq, meaning that q is definitely provable in D (using only facts and strict
rules).
−Δq, meaning that we have proved that q is not definitely provable in D.
+∂q, meaning that q is defeasibly provable in D.
−∂q meaning that we have proved that q is not defeasibly provable in D.

Provability is based on the concept of a derivation (or proof) in D = (F,R,>).
A derivation is a finite sequence P = (P (1), . . . P (n)) of tagged literals satisfying
four conditions (which correspond to inference rules for each of the four kinds
of conclusion). P (1..i) denotes the initial part of the sequence P of length i

+Δ: If P (i + 1) = +Δq then
(1) q ∈ F or
(2) ∃r ∈ Rs[q] ∀a ∈ A(r) : +Δa ∈ P (1..i)

−Δ: If P (i + 1) = −Δq then
(1) q /∈ F and
(2) ∀r ∈ Rs[q] ∃a ∈ A(r) : −Δa ∈ P (1..i)

The definition of Δ describes just forward chaining of strict rules. For a literal q
to be definitely provable we need to find a strict rule with head q, of which
all antecedents have been definitely proved previously. And to establish that q
cannot be proven definitely we must establish that for every strict rule with
head q there is at least one antecedent which has been shown to be non-provable.

+∂: If P (i + 1) = +∂q then either
(1) +Δq ∈ P (1..i) or
(2.1) ∃r ∈ Rsd[q]∀a ∈ A(r) : +∂a ∈ P (1..i) and
(2.2) −Δ∼q ∈ P (1..i) and
(2.3) ∀s ∈ R[∼q] either

(2.3.1) ∃a ∈ A(s) : −∂a ∈ P (1..i) or
(2.3.2) ∃t ∈ Rsd[q] such that t > s and

∀a ∈ A(t) : +∂a ∈ P (1..i).

−∂: If P (i + 1) = −∂q then
(1) −Δq ∈ P (1..i) and
(2.1) ∀r ∈ Rsd[q] ∃a ∈ A(r) : −∂a ∈ P (1..i) or
(2.2) +Δ∼q ∈ P (1..i) or
(2.3) ∃s ∈ R[∼q] such that

(2.3.1) ∀a ∈ A(s) : +∂a ∈ P (1..i) and
(2.3.2) ∀t ∈ Rsd[q] either t > s or

∃a ∈ A(t) : −∂a ∈ P (1..i).

Let us work through this condition. To show that q is provable defeasibly we
have two choices: (1) We show that q is already definitely provable; or (2) we
need to argue using the defeasible part of D as well. In particular, we require
that there must be a strict or defeasible rule with head q which can be applied
(2.1). But now we need to consider possible “attacks”, that is, reasoning chains
in support of ∼q. To be more specific: to prove q defeasibly we must show that
∼q is not definitely provable (2.2). Also (2.3) we must consider the set of all
rules which are not known to be inapplicable and which have head ∼q (note
that here we consider defeaters, too, whereas they could not be used to support
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the conclusion q; this is in line with the motivation of defeaters given earlier).
Essentially each such rule s attacks the conclusion q. For q to be provable, each
such rule s must be counterattacked by a rule t with head q with the following
properties: (i) t must be applicable at this point, and (ii) t must be stronger
than s. Thus each attack on the conclusion q must be counterattacked by a
stronger rule. In other words, r and the rules t form a team (for q) that defeats
the rules s.

The purpose of the −∂ inference rules is to establish that it is not possible to
prove +∂. This rule is defined in such a way that all the possibilities for proving
+∂q (for example) are explored and shown to fail before −∂q can be concluded.
Thus conclusions tagged with −∂ are the outcome of a constructive proof that
the corresponding positive conclusion cannot be obtained.

Sometimes all we want to know is whether a literal is supported, that is
if there is a chain of reasoning that would lead to a conclusion in absence of
conflicts. This notion is captured by the following proof conditions:

+Σ: if P (i + 1) = +Σp then
(1) +Δp ∈ P (1..i) or
(2) ∃rsd[p] : ∀a ∈ A(r) + Σa ∈ P (1..i).

−Σ: if P (i + 1) = −Σp then
(1) −Δp ∈ P (1..i) and
(2) ∀rsd[p]∃a ∈ A(r) : −Σa ∈ P (1.i)

The notion of support corresponds to monotonic proofs using both the monotonic
(strict rules) and non-monotonic (defeasible rules) parts of defeasible theories.

5 Defeasible Logic for Intentions

As we have seen in section 3 NMLs have been put forward to capture the inten-
sional nature of mental attitudes such as, for example, intention. Usually modal
logics are extensions of classical propositional logic with some intensional opera-
tors. Thus any classical (normal) modal logic should account for two components:
(1) the underlying logical structure of the propositional base and (2) the logic
behavior of the modal operators. Alas, as is well-known, classical propositional
logic is not well suited to deal with real life scenarios. The main reason is that the
descriptions of real-life cases are, very often, partial and somewhat unreliable.
In such circumstances classical propositional logic might produce counterintu-
itive results in so far as it requires complete, consistent and reliable information.
Hence any modal logic based on classical propositional logic is doomed to suffer
from the same problems.

On the other hand the logic should specify how modalities can be intro-
duced and manipulated. Some common rules for modalities are Necessitation
and RM [4]. Consider the necessitation rule of normal modal logic which dic-
tates the condition that an agent knows all the valid formulas and thereby all the
tautologies. Such a formalisation might suit for the knowledge an agent has but
definitely not for the intention part. Moreover an agent need not be intending
all the consequences of a particular action it does. It might be the case that it is
not confident of them being successful. Thus the two rules are not appropriate
for a logic of intention.
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A logic of policy-based intention should take care of the underlying principles
governing such intentions. It should have a notion of the direct and indirect
knowledge of the agent, where the former relates to facts as literals whereas the
latter to that of the agent’s theory of the world in the form of rules. Similarly
the logic should also be able to account for general intentions as well as the
policy-based (derived ones) intentions of the agent.

Accordingly a defeasible intention theory is a structure (F,RK , RI , >) where,
as usual F is a set of facts, RK is a set of rules for knowledge (i.e., →K , ⇒K ,
�K), RI is a set of rules for intention (i.e.,→I ,⇒I , �I), and >, the superiority
relation, is a binary relation over the set of rules (i.e., > ⊆ (RK ∪RI)2).

Intuitively, given an agent, F consists of the information the agent has about
the world and its immediate intentions; RK corresponds to the agent’s theory
of the world, while RI encodes its policy and > its strategy (or its preferences).
The policy part of a defeasible theory capture both intentions and goals. The
main difference is the way the agent perceives them: goals are possible outcomes
of a given context while intentions are the actual goals the agent tries to achieve
in the actual situation. In other words goals are the choices an agent has and
intentions are the chosen goals; in case of conflicting goals (policies) the agent has
to evaluate the pros and cons and then decide according to its aims (preferences),
which are encoded by the superiority relation.

In what follows we provide the appropriate inference rules for intentions, and
we identify strong intentions – i.e., intentions for which there are no alternatives
– using ±ΔI ; goals using ±ΣI , and intentions using ±∂I .

In order to correctly capture the notion of intention we extend the signature
of the logic with the modal operator INT; thus if l is literal then INTl and ¬INTl
are modal literals. However we impose some restrictions on the form of the rules:
modal literals can only occur in the antecedents of rules for intention.

Derivability for knowledge (±ΔK , ±∂K) has the same conditions as those
given for derivability in Section 4. It is true that the complete and accurate
definition of the inference conditions is cumbersome but the intuition is natural
and easy to understand. The conditions for deriving an intention are as follows:

+ΔI : if P (i + 1) = +ΔIp then
(1) INTp ∈ F or

(2) ∃r ∈ RK
s [p]∀a ∈ A(r) : +ΔIa ∈ P (1..i) or

(3) ∃r ∈ RI
s[p] such that

(3.1) ∀INTa ∈ A(r) : +ΔIa ∈ P (1..i) and
(3.2) ∀a ∈ A(r) : +ΔKa ∈ P (1..i).

−ΔI : if P (i + 1) = −ΔIp then
(1) INTp /∈ F and

(2) ∀r ∈ RK
s [p]

(2.1) ∃a ∈ A(r) : −ΔKa ∈ P (1..i) or
(2.2) ∃a ∈ A(r) : −ΔIa ∈ P (1..i); and

(3) ∀r ∈ RI
s [p] either

(3.1) ∃INTa ∈ A(r) : −ΔIa ∈ P (1..i) or
(3.2) ∃a ∈ A(r) : −ΔKa ∈ P (1..i).

To prove a strong intention, we need either that the intention is unconditional
(1), or that we have a strict rule for intention (an irrevocable policy) whose
antecedent is indisputable (3). However we have another case (2): if an agent
knows that B is an indisputable consequence of A, and it strongly intends A,
then it must intend B. This is in contrast with the NML interpretation whereby
the agent has to intend all the consequences of his/her intention.

To prove that a strong intention A does not hold (−ΔIA), first, A should not
be a basic intention (1); then we have to discard all possible reasons in favour of
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it. If A is a definite consequence of B, that is B →K A ∈ RK , we can disprove it
if we can show that (2.1) B is not the case (i.e., −ΔKB) or (2.2) B is not strongly
intended (i.e., −ΔIB). In case of strict policies for A (3), such as, for example
the strict rule for intention INTB,C →I A, we have to show that either B is not
strongly intended (3.1), or the fact triggering the policy is not the case (3.2).

At the other extreme we have goals: literals supported by evidence and basic
intentions.

+ΣI : if P (i + 1) = +ΣIp then
(1) INTp ∈ F or

(2) ∃r ∈ RK
s [p]∀a ∈ A(r) : +ΣIa ∈ P (1..i) or

(3) ∃r ∈ RI
s[p] such that

(3.1) ∀INTa ∈ A(r) : +ΣIa ∈ P (1..i) and
(3.2) ∀a ∈ A(r) : +ΣKa ∈ P (1..i).

−ΣI : if P (i + 1) = −ΣIp then
(1) INTp /∈ F and

(2) ∀r ∈ RK
s [p]

(2.1) ∃a ∈ A(r) : −ΣKa ∈ P (1..i) or
(2.2) ∃a ∈ A(r) : −ΣIa ∈ P (1..i); and

(3) ∀r ∈ RI
s [p] either

(3.1) ∃INTa ∈ A(r) : −ΣIa ∈ P (1..i) or
(3.2) ∃a ∈ A(r) : −ΣKa ∈ P (1..i).

The inference conditions for goals are very similar to those for strong intentions;
essentially they are monotonic proofs using both the monotonic part (strict rules)
and the supportive non-monotonic part (defeasible rules) of a defeasible theory.

On the other hand to capture intentions we have to use the superiority re-
lations to resolve conflicts. Thus we can give the following definition for the
inference rules for ±∂I .
+∂I : if P (i + 1) = +∂I p then
1) +ΔI p ∈ P (1..i) or
2.1) −ΔK∼p, −ΔI∼p ∈ P (1..i) and
2.2) either

.1) ∃r ∈ RK
sd[p]∀a ∈ A(r) : +∂I a ∈ P(1..i), or

.2) ∃r ∈ RI
sd[p] ∀INTa, b ∈ A(s) :

∂I a, +∂Kb ∈ P(1..i); and
2.3) ∀s ∈ R[∼p] either

.1) if s ∈ RK [∼p] then
∃a ∈ A(s) : −∂I a ∈ P(1..i) and
∃b ∈ A(s) : −∂Kb ∈ P(1..i); and

if s ∈ RI [∼p] then either
∃INTa ∈ A(s) : −∂I a ∈ P(1..i) or
∃a ∈ A(s) : −∂Ka ∈ P(1..i); or

.2) ∃t ∈ R[p] such that t > s and
if t ∈ RK [p] then ∀a ∈ A(t) : +∂Ka or

∀a ∈ A(t) : +∂I a; and
if t ∈ RI [p] then ∀a ∈ A(t) : +∂Ka and

∀INTa ∈ A(t) : +∂I a.

−∂I : if P(i + 1) = −∂I p then
1) −ΔI p ∈ P(1..i) and
2.1) +ΔK∼p or +ΔI∼p ∈ P(1..i) or
2.2) both

.1) ∀r ∈ RK
sd[p] ∃a ∈ A(r) : −∂K a ∈ P(1..i), and

∃a ∈ A(r) : −∂I a ∈ P (1..i); and
.2) ∀r ∈ RI

sd[p] ∃INTa ∈ A(s) : −∂I a ∈ P(1..i) or
∃a ∈ A(s) : −∂Ka ∈ P (1..i); or

2.3)
.1) ∃s ∈ RK [∼p] ∀a ∈ A(s) : +∂Ka or

∀a ∈ A(s) : +∂I a, or
∃s ∈ RK [∼p] ∀a ∈ A(s) : +∂Ka and

∀INTa ∈ A(s) : +∂I a; and
.2) ∀t ∈ R[p] either t �> s or

if t ∈ RK [p] then ∃a ∈ A(t) : −∂Ka and
∃b ∈ A(t) : −∂I b; and

if t ∈ RI [p] then ∃a ∈ A(t) : −∂Ka or
∃INTa ∈ A(t) : −∂I a.

The conditions for proving defeasible intentions are essentially the same as those
given for defeasible derivations in Section 4. The only difference is that at each
stage we have to check for two cases, namely: (1) the rule used is a rule for
an intention; (2) the rule is a rule for knowledge. In the first case we have to
verify that factual antecedent are defeasibly proved/disproved using knowledge
(±∂K), and intentional antecedent are defeasibly proved/disproved using inten-
tion (±∂I). In the second case we have to remember that a conclusion of a factual
rule can be transformed in an intention if all the literals in the antecedent are
defeasibly intended. The intuition behind the definition of −∂I is a combination
of the motivation for −∂ and the intuition of −ΔI .

We want to illustrate some of the aspects of derivability by means of exam-
ples. If it does not rain we intend to play cricket, and if we intend to play cricket
we intend to stay outdoor. This example can be formalized as follows

¬rain ⇒I cricket INTcricket ⇒I outdoor
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Once the fact ¬rain is supplied we can derive +∂Icricket , and then the intention
of staying outdoor (+∂Ioutdoor ). However the same intention cannot be derived
if the fact cricket is given.

If Vineet intend to travel to Italy then he intend to travel to Europe since
Italy is in Europe. This argument can be formalized by the rule Italy →K Europe
plus the basic intention INTItaly . The conclusion +ΔIEurope follows from clause
(2) of +ΔI .

Most of the BDI systems are able to express positive and negative introspec-
tion of belief and intentions. Those notions are encoded, respectively, by the
following axioms.

INTφ→ BEL(INTφ) ¬INTφ→ BEL(¬INTφ)

One of the main effect of positive (resp. negative) introspection is the ability of
using established (resp. rejected) intentions in epistemic contexts to derive (resp.
prevent the derivation of) other intentions. But this is what is done in Clause 2
of +ΔI , Clause 2.2.1 of +∂I , for positive introspection, and Clause 2.2 of −ΔI

and Clause 2.2.1 of −∂I for negative introspection.
The purpose of the −Δ and −∂ inference rules is to establish that it is not

possible to prove a corresponding tagged literal. These rules are defined in such
a way that all the possibilities for proving +∂p (for example) are explored and
shown to fail before −∂p can be concluded. Thus conclusions with these tags are
the outcome of a constructive proof that the corresponding positive conclusion
cannot be obtained.

As a result, there is a close relationship between the inference rules for +∂ and
−∂, (and also between those for +Δ and −Δ, and +Σ and −Σ). The structure
of the inference rules is the same, but the conditions are negated in some sense.
This feature allows us to prove some properties showing the well behaviour of
defeasible logic.

Theorem 1. Let # = ΔK , ∂K , ΣK , ΔI , ∂I , ΣI, and D be a defeasible theory.
There is no literal p such that D ( +#p and D ( −#p.

The intuition behind the above theorem states that no literal is simultaneously
provable and demonstrably unprovable, thus it establishes the coherence of the
defeasible logic presented in this paper.

Theorem 2. Let D be a defeasible theory, and M ∈ {K, I}. D ( +∂Mp and
D ( +∂M∼p iff D ( +ΔMp and D ( +ΔM∼p.

This theorem gives the consistency of defeasible logic. In particular it affirms
that it is not possible to obtain conflicting intentions (+∂Ip and +∂I∼p) unless
the information given about the environment is itself inconsistent. Notice, how-
ever, that the theorem does not cover goals (ΣI). Indeed, it is possible to have
conflicting goals.

Let D be a defeasible theory. With Δ+
K we denote the set of literals strictly

provable using the epistemic (knowledge) part of D, i.e., Δ+
K = {p : D ( +ΔKp}.

Similarly for the other proof tags.
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Theorem 3. For every defeasible theory D, and M ∈ {K, I}

1. Δ+
M ⊆ ∂+

M ⊆ Σ+
M ; 2. Σ−

M ⊆ ∂−
M ⊆ Δ−

M .

This theorem states that strict intentions are intentions (Δ+
I ⊆ ∂+

I ), and inten-
tions are goals (∂+

I ⊆ Σ+
I ), which corresponds to the BDI principle INTφ →

GOALφ. At the same time, we have that Δ+
K ⊆ ∂+

K . Thus if we assume that ΔK

corresponds to knowledge and ∂K corresponds to belief we obtain KNOWφ →
BELφ, the standard BDI axiom relating the two epistemic notions.

The proposed theory of intention satisfies many of the properties outlined by
Bratman in [8]. The role of intention as a conduct-controlling pro-attitude rather
than conduct-influencing is clearly illustrated in the elaborate proof-theory out-
lined for the types of intention. The proposed theory supports the fact that the
rationality of an agent for his intention depends on the rationality of the relevant
processes leading to that intention where the relevant processes includes using
superiority relations to resolve conflicts as well as satisfying the rules of inclu-
sion as shown in Theorem 3. The new approach provides a good formalisation
as to the relation between guiding intention and intentional action termed as
historical principle of policy-based rationality in [8]. The problem in general is to
account for the rationality of an agent in performing a particular policy-based
intention from a general policy. In our approach the defeasibility of general poli-
cies makes it possible to block/not block the application of the policy to the
particular case without abandoning the policy.

6 Conclusion and Discussion

Based on Bratman’s classification of intention, we have outlined a policy-based
theory of intention which differs from the usual NML-based approaches in the
sense of having a non-monotonic nature. To capture the properties involved
in such intentions we adopted defeasible logic as the non-monotonic reasoning
mechanism due to its efficiency and easy implementation as well as the defeasible
nature of policy-based intentions. The new approach alleviates most of the prob-
lems related to logical-omniscience. We pointed out that some of the problems
related to intention re-consideration could be easily understood through such an
approach.

The approach outlined in this paper could be extended in at least two differ-
ent directions.

The first is in alliance with the work done in [19, 12]. Here they outline a pol-
icy description language called PDL and use logic programs to reason about the
policies. The main concern in that work is in tracing the event history that gives
rise to an action history based on stable model semantics. In a similar manner
our approach could be developed using the appropriate semantics (Kunen [14] or
argumentation [9]) and developed from a logic programming point of view. The
advantage in our approach is the use of the superiority relation (>) whereby we
can mention a hierarchy between the rules and this is absent in other works.
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The second direction in which our work could be extended is to define various
rules required for constructing goals from beliefs, intentions from goals, inten-
tions from beliefs etc. and giving a superiority relation among these rules. The
recent work on BDI [21] seems to take this direction. On the other hand many
new applications in emerging information technologies have advanced needs for
managing relations such as authorization, trust and control among interacting
agents (humans or artificial). This necessitates new models and mechanisms for
structuring and flexible management of those relations. The issues of automated
management of organisations in terms of policies and trust relations in highly
dynamic and decentralised environments has become the focus in recent years.

Finally, as we have alluded to many semantics have been devised for defeasi-
ble logic and can be adapted straightforwardly to the extension proposed here.
The method developed in [14] gives a set-theoretic fixed-point construction for
Δ+, ∂+, . . ., which leads to a logic programming characterisation of defeasible
logic. Programs corresponding to defeasible theories are sound and complete
wrt Kunen semantics. The same technique is applicable in the present case with
the obvious adjustments; however, it does not offer further insights on defea-
sible logic for BDI, because of the almost one-to-one correspondence between
the inference conditions and the steps of the fixed-point construction. However
semantics for defeasible BDI logic remains an interesting technical problem.
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Abstract. The distributed constraint satisfaction problem (CSP) is
a general formalisation used to represent problems in distributed multi-
agent systems. To deal with realistic problems, multiple local variables
may be required within each autonomous agent. A number of heuristics
have been developed for solving such multiple local variable problems.
However, these approaches do not always guarantee agent independence
and the size of problem that can be solved is fairly limited.
In this paper, we are interested in increasing search efficiency for dis-
tributed CSPs. To this end we present a new algorithm using unsatisfied
constraint densities to dynamically determine agent ordering during the
search. The independence of agents is guaranteed and agents without
neighbouring relationships can run concurrently and asynchronously. As
a result of using a backtracking technique to solve the local problem,
we have been able to reduce the number of nogoods stored during the
search, leading to further efficiency gains. In an empirical study, we show
our new approach outperforms an equivalent static ordering algorithm
and a current state-of-the-art technique both in terms of execution time
and memory usage.

Keywords: Constraints, Distributed Intelligence, Intelligent Agents,
Search

1 Introduction

The constraint satisfaction paradigm is a well recognised and challenging field
of research in artificial intelligence, with many practical and important applica-
tions. A constraint satisfaction problem (CSP) is a problem with a finite number
of variables, each of which has a finite and discrete set of possible values, and
a set of constraints over the variables. A solution of a CSP is an instantiation of
all variables for which all the constraints are satisfied.

When the variables and constraints of a CSP are distributed among a set of
autonomous and communicating agents, this can be formulated as a distributed
constraint satisfaction problem (distributed CSP), where agents autonomously
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and collaboratively work together to get a solution. A number of heuristics have
been developed for solving distributed CSPs, such as synchronous backtracking,
asynchronous backtracking (ABT) [4], asynchronous weak-commitment search
(AWC) [4] and the distributed breakout algorithm (DB) [5]. However, these al-
gorithms can only handle one variable per agent. In [1], Armstrong and Durfee
use dynamic prioritisation to allow agents with multiple local variables in dis-
tributed CSPs. Here, each agent tries to find a local solution, consistent with the
local solutions of higher priority agents. If no local solution exists, backtrack-
ing or modification of the prioritisation occurs. The approach uses a centralised
controller, where one agent controls the starting and ending of the algorithm,
and a nogood processor which records all nogood information. However, these
centralised mechanisms are often not appropriate for realistic distributed CSPs.
In [6], Yokoo and Hirayama extended AWC search to deal with multiple local
variables in distributed CSPs. However, their approach requires a large space to
store nogoods during the search.

In this paper, we propose a new Dynamic Agent Ordering (DAO) algorithm,
which uses unsatisfied constraint density measures to locally compute a degree of
unsatisfaction for each agent. These values are used to dynamically set the order
in which agents are allowed to change their particular variable instantiations.
In effect, the agents’ orders are decided naturally by their unsatisfied constraint
densities during the search. As each local computation is independent from other
agents, the benefits of parallelism are retained, resulting in an approach that is
suitable for agent oriented design and efficient in terms of memory cost.

In the rest of the paper, we formalise the definition of a distributed CSP.
Then, we describe the new algorithm and investigate its performance in an em-
pirical study. Finally, we discuss the possibility of using the new algorithm to
solve other variants of distributed CSPs.

2 Distributed Constraint Satisfaction Problems

A distributed constraint satisfaction problem is defined as a CSP, in which vari-
ables and constraints are distributed among multiple autonomous and commu-
nicating agents. The agents may be distributed in different locations or in the
same location but among different processes. Each agent contains a subset of the
variables and tries to instantiate their values. Constraints may exist between the
variables of one agent or between different agents. The final instantiations of the
variables must satisfy all constraints. In this paper, we consider that all con-
straints are binary.

2.1 Formalisation

In a distributed constraint satisfaction problem:

1. There exists an agent set A :

A = {A1, A2, ..., An}, n ∈ Z+;
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2. Each agent has a variable set Xi and domain set Di,

Xi = {Xi1, Xi2, ..., Xipi};
Di = {Di1, Di2, ..., Dipi}, ∀i ∈ [1, n], pi ∈ Z+;

3. There are two kinds of constraints over the variables among agents:
(a) Intra-agent constraints, which are between variables of same agent.
(b) Inter-agent constraints, which are between variables of different agents.
Agent Ai knows all constraints related to its variables. A variable may involve
both intra-agent and inter-agent constraints.

4. A solution S, is an instantiation for all variables that satisfies all intra-agent
and inter-agent constraints.

Since agents are distributed in different locations or in different processes, each
agent only knows the partial problem associated with those constraints in which
it has variables. A global solution then consists of a complete set of the overlap-
ping partial solutions for each agent. Communication among agents is necessary
and important in distributed CSPs, since each agent only knows its variables,
variable domains and related intra-agent and inter-agent constraints. Hence, to
evaluate a search algorithm, we not only need to measure the search speed but
also to consider the communication cost.

Example:

Consider the following distributed CSP, shown in Figure 1:

1. Agents: A1 and A2;
2. Variable sets: {X1, Y1, Z1} in agent A1and {X2, Y2, Z2} in agent A2;
3. Domain sets: {DX1 = {1, 3}, DY1 = {1, 2, 3}, DZ1 = {2, 4}} in agent A1and
{DX2 = {1, 2, }, DY2 = {2, 3}, DZ2 = {2, 3}} in agent A2;

4. Intra-agent constraints: {X1 �= Y1, Y1 = Z1} and {X2 = Y2, Y2 �= Z2};
5. Inter-agent constraints: {X1 �= X2, Y1 �= Z2};
6. Solution: S = {X1 = 1, Y1 = 2, Z1 = 2, X2 = 2, Y2 = 2, Z2 = 3}

In this example, each arc represents one constraint. If we reduce the number
of the agents to one, a distributed CSP would become a local CSP. So we may
consider a distributed CSP as a combination of several local CSPs. Compared
with local CSPs, a distributed CSP has to deal with communication costs and de-
lay, privacy, cooperation, extra computation, consistency, asynchronous changes,
infinite processing loops, and all the basic problems of distributed computing.

3 The Dynamic Agent Ordering Algorithm

3.1 Motivation

In a CSP, the order in which values and variables are processed significantly
affects the running time of an algorithm. Generally, we instantiate variables
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Fig. 1. An example of a distributed CSP

that maximally constrain the rest of the search space. For instance, selecting
the variable with the least number of values in its domain tends to minimise the
size of the search tree. When ordering values, we try to instantiate a value that
maximises the number of options available for future instantiations.

The efficiency of algorithms for distributed CSPs is similarly affected by the
order of value and variable selection. In the case where agents control multiple
variables, the order in which agents are allowed to instantiate shared variables
also becomes important. Agent communication and external computation (in-
stantiating variables to be consistent with inter-agent constraints) is more costly
than local computation (instantiating variables to be consistent with intra-agent
constraints), and wrong or redundant computation can occur as a result of in-
appropriate agent ordering. It is therefore worth investigating agent orderings in
order to develop more efficient algorithms.

The task of ordering agents is more complex than ordering variables, as more
factors are involved, i.e. not only constraints and domains but also the structure
of neighbouring agents. Deciding on agent ordering is analogous to granting
a priority to each agent, where the priority order represents a hierarchy of agent
authority. When the priority order is static, the order of agents is determined
before starting the search process, and the efficiency of the algorithm is highly
dependent on the selection of variable values. If the priority order is dynamic,
this can be used to control decision making for each agent and the algorithm is
more able to flexibly exploit to the current search conditions.

We propose a new algorithm which uses unsatisfied constraint density (re-
lated to both intra-agent and inter-agent constraints) to order agents in a dis-
tributed CSP. When a search becomes stuck (i.e. an inconsistency is found),
the algorithm calculates the unsatisfied constraint densities and the degree of
unsatisfaction for each agent, and the agent that is most unsatisfied is reas-
signed. As a backtracking search is used for each local computation, agents can
still run asynchronously and concurrently. The algorithm also reduces the size
of the nogood store (in comparison to AWC), and so allows larger problems to
be solved.
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3.2 Agent Ordering

To develop a dynamic agent ordering algorithm requires the specification of
those features of the search space that should determine the ordering. In this
study we develop a measure of the degree of unsatisfaction for each agent, such
that the agent with the highest degree of unsatisfaction has the highest prior-
ity. In a standard CSP, the degree of unsatisfaction can simply be measured
as the number of constraints unsatisfied divided by the total number of con-
straints. However, in a distributed CSP, we have the additional consideration of
the relative importance of intra- versus inter-agent constraints. As inter-agent
constraints affect variables in more than one agent, and these variables in turn
can affect the intra-agent problems, we decided to develop separate measures
for the intra- and inter-agent problems, such that the inter-agent constraints are
given greater importance. To do this we looked at two problem features: (i) the
degree of interconnectedness between constraints (or unsatisfied constraint den-
sity) and (ii) the degree of interconnectedness between inter-agent constraints
and the intra-agent local problem.

To measure constraint density, we firstly divided the problem for a particu-
lar agent into an intra-agent constraint problem and an inter-agent constraint
problem:

Intra-Agent Constraint Density. For the intra-agent problem, the maximum
constraint density is simply defined as the ratio of the number of constraints over
the number of variables, i.e. for agent i:

intraDensityi =
|intraCi|
|intraVi|

where intraCi is the set of intra-agent constraints for agent i and intraVi is
the set of variables constrained by intraCi. Assuming that each constraint has
the same tightness1, then we would expect a larger density to indicate a more
constrained and hence more difficult problem.

Inter-Agent Constraint Density. The constraint density measure for the
inter-agent problem contains two additional features which increase the relative
importance of the inter-agent measure in comparison to the intra-agent mea-
sure. Firstly, for agent i, instead of dividing by the total number of variables
constrained by i’s inter-agent constraints interCi, we divide only by the number
of variables that are constrained by interCi and controlled by i, i.e. |interVi|.

In addition, when counting agent i’s jth inter-agent constraint, ci,j , we also
count the number of intra-agent constraints mi,j that share a variable with ci,j .
This means the more interconnected ci,j is with the intra-agent problem, the
larger the value of mi,j and the greater the effect of ci,j on the overall inter-
agent constraint density, given by:
1 i.e. the ratio of the number unsatisfying assignments over the total number of possible

assignments.
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interDensityi =
|interCi|+

∑|interCi|
j=1 mi,j

|interVi|

The sum staticDensityi = intraDensityi + interDensityi now provides
a general measure of the overall density of the problem for a particular agent.
The greater this measure, the more constrained or difficult we would consider
the problem to be.

Dynamic Constraint Density. The dynamic constraint density for a partic-
ular agent is based on the static density measure, except that only unsatisfied
constraints are counted in the numerator. In this way the density of a current
level of constraint violation during a search can be measured. Using the func-
tions intraUnsat(i, j), which returns one if the jth intra-agent constraint for
agent i is unsatisfied, zero otherwise, and interUnsat(i, j), which returns one if
the jth inter-agent constraint for agent i is unsatisfied, zero otherwise, we define
the following measures:

intraUnsati =

∑|intraCi|
j=1 intraUnsat(i, j)

|intraVi|

and

interUnsati =

∑|interCi|
j=1 (interUnsat(i, j)× (mi,j + 1))

|interVi|

These measures then range from a value of zero, if all constraints are satis-
fied, to intraUnsati = intraDensityi and interUnsati = interDensityi if all
constraints are unsatisfied. Combining these measures, we define:

dynamicDensityi = intraUnsati + interUnsati

and

degreeUnsati =
dynamicDensityi

staticDensityi

degreeUnsati now ranges from a value of zero, if all constraints for agent i are
satisfied, to one, if all constraints are unsatisfied, while embodying the increased
importance of inter-agent constraints in the overall evaluation. It is this measure
we use to dynamically decide agent priority in our proposed algorithm.

Example. To further clarify the details of these measures, we use a distributed
3-colouring problem shown in Figure 2. The goal of the problem is to assign
colours to each node so that nodes connected by the same arc have different
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colours2. In Figure 2 (a), Agent 1 has three inter-agent constraints (interC1 =
{C25, C24, C34}) and two intra-agent constraints (intraC1 = {C12, C23}). When
Agent 1 attempts to satisfy the inter-agent constraint C25 by changing variable
V2, its instantiation affects two other intra-agent constraints C12 and C23. Us-
ing definition of interDensityi, this equates to m1,1 = 2. Similarly, Agent 1’s
second inter-agent constraint C24 is also connected to both of Agent 1’s intra-
agent constraints (C12 and C23), making m1,2 = 2, and finally Agent 1’s third
inter-agent constraint C34 is connected to a single intra-agent constraint C23,
making m1,3 = 1, and giving:

3∑
j=1

m1,j = 2 + 2 + 1 = 5

As Agent 1 has three inter-agent constraints (|interC1| = 3), two intra-agent
constraints (|intraC1| = 2), three intra-agent variables (intraV1 = {V1, V2, V3},
|intraV1| = 3) and two inter-agent variables (interV1 = {V2, V3}, |interV1| = 2),
Agent 1’s intra- and inter-constraint densities are given by the following:

intraDensity1 =
|intraC1|
|intraV1|

=
2
3

and

interDensity1 =
|interC1|+

∑3
j=1 m1,j

|interV1|
=

3 + 5
2

= 4

Now considering Figure 2 (b), we can see that all Agent 1’s intra-agent con-
straints are satisfied (i.e. each pair of colours on each arc is different) and all inter-
agent constraints are satisfied except C24 where V2 = V4 = Y. This means the
expression

∑2
j=1 intraUnsat(1, j) evaluates to zero, (i.e. intraUnsat(1, 1) = 0

as C12 is satisfied and intraUnsat(1, 2) = 0 as C23 is satisfied). Similarly each
term in

∑3
j=1 interUnsat(1, j) will evaluate to zero, except interUnsat(1, 2),

corresponding to the unsatisfied inter-agent constraint C24. In this case m1,2 +
1 = 3 as C24’s variable V2 is connected to two intra-agent constraints. From this
it follows:

intraUnsat1 =

∑2
j=1 intraUnsat(1, j)

|intraV1|
=

0
3

= 0

and

interUnsat1 =

∑3
j=1 interUnsat(1, j)× (m1,j + 1)

|interV1|
=

3
2

Putting these measures together we can now determine the degree of unsat-
isfaction for Agent 1:
2 B = blue, R= red, Y = yellow.
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Fig. 2. A Distributed 3-colouring Problem

degreeUnsat1 =
intraUnsat1 + interUnsat1

intraDensity1 + interDensity1
=

0 + 3
2

2
3 + 4

=
9
28

Performing the same series of calculations for Agent 2, we obtain a degree of
unsatisfaction of:

degreeUnsat2 =
intraUnsat2 + interUnsat2

intraDensity2 + interDensity2
=

0 + 3
2

3
3 + 9

2

=
3
11

As 9
28 > 3

11 , it follows that degreeUnsat1 > degreeUnsat2, giving Agent 1
priority over Agent 2, and hence the authority to perform the next instantiation.
In this case that would mean setting V2 to B and hence finding a global solution
to the problem. Note that the alternative of allowing Agent 2 to move would
have resulted in several further instantiations before a global solution could be
found. The reason for preferring Agent 1 in this situation can be expressed
as follows: both Agent 1 and 2 have a single inter-agent constraint unsatisfied
(C24) for which their dynamicDensity measures are equal ( 3

2 ). However, Agent
1’s overall static density measure is less than Agent 2 (4 2

3 versus 5 1
2 ), because

Agent 1’s intra-agent problem is easier. Consequently the dynamicDensity value
of 2

3 has a greater effect on Agent 1, giving it priority. In effect, Agent 1 was
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preferred because its sub-problem was less dense (i.e. less constrained), meaning
it would have the greater probability of finding a satisfying instantiation.

Overall, the degreeUnsat measure has the ability to show the complexity of
the problem and the constraint strength in each agent. This further allows au-
tonomous agents make decisions about who should change their variable values,
without relying on a centralised evaluation mechanism.

3.3 Algorithm Implementation

The Dynamic Agent Ordering (DAO) algorithm was implemented as follows:

1. In the initial state, each agent concurrently instantiates their variables to
construct a local solution, while checking consistency to guarantee that all
intra-agent constraints are satisfied. Each agent then sends its local solution
to its neighbouring agents (i.e. those with which it shares at least one inter-
agent constraint);

2. Each agent then starts to construct a local solution which attempts to satisfy
both intra- and inter-agent constraints. Assuming the overall problem is
satisfiable, if an agent is unable to satisfy its partial solution, an inter-agent
constraint must be involved. In this case, the two agents that share the
constraint compare their degreeUnsat values, and the agent with greater
value has priority and is allowed to reassign its variable. If the values are
the same3, we assign priority according to a predefined order; if an agent’s
degreeUnsat is less than its neighbours and its local problem is satisfied,
then it simply waits for messages. If there is no suitable value for a local
variable, the local agent tries to satisfy as many constraints as possible. This
state will then be recorded as a nogood and sent to the related agents for
the completeness of the algorithm;

3. After assigning its own variables, an agent sends messages to neighbouring
agents. These messages contain the degreeUnsat value and the local instan-
tiation for the agent.

4. The search will stop when each agent detects its and all its neighbouring
agents’ degreeUnsat values are equal to zero.

The DAO algorithm is shown in more detail in Algorithm
Dynamic Agent Ordering . Here, an optimal local partial solution is a par-
tial solution for local variables that satisfy a maximal number of intra-agent
and inter-agent constraints related to lower degreeUnsat agents, and against
local nogood set. If all constraints are satisfied, the optimal local partial solution
is equal to the local solution. Culprit variables are the variables related to
unsatisfied constraints that prevent a partial solution from being expanded
further. These culprit variables may be in different agents.
3 Normally, this rarely happens in a distributed CSPs, since the density value not only

depends on the number of unsatisfied constraints and variables in a local agent, but
also on the structure of neighbours, the distribution of intra-agent and inter-agent
constraints, and so on.



436 Lingzhong Zhou et al.

Algorithm Dynamic Agent Ordering
1. while received(Sender id, variable values, degreeUnsat) do
2. calculate local degreeUnsat ;
3. if local degreeUnsat and all other agents’ degreeUnsats = 0
4. then the search is terminated;
5. else add (Sender id, variable value, degreeUnsat) to agent view;
6. if local degreeUnsat ¿ degreeUnsat
7. then assign local variables;
8. calculate local degreeUnsat ;
9. send(Sender id, variable values, local degreeUnsat)

to neighbouring agents;

Algorithm assign local variables
1. Backtracking to construct optimal local partial solution;
2. if optimal local partial solution is not local solution
3. then assign remaining variables to satisfy as many constraints as possi-

ble;
4. add the culprit variables with their values, agent ids to the no-

good set ;
5. if the nogood is new
6. then record the new nogood;
7. send nogood set message to the related agents;

3.4 Experimental Evaluation

We evaluated the Dynamic Agent Ordering algorithm on a benchmark set of
3-colouring problems and against two other algorithms. The first, Asynchronous
Weak-commitment (AWC) search, is recognised as the state-of-the-art for dis-
tributed CSPs, where each agent has control over multiple variables [6, 2]. We
implemented the latest version of AWC which uses nogood learning and obtained
comparable results to those reported in [2]. In addition, we implemented a ver-
sion of DAO with the dynamic variable ordering switched off, called Static Agent
Ordering (SAO). In this case, agent priority is determined statically before the
search is commenced using the staticDensity measure defined in Section 3.2.

To simulate an autonomous agent environment we used an agent oriented de-
sign, implementing threads in FreeBSD that allow agents to run asynchronously
and concurrently. All experiments were run on a Dell OptiPlex GX240 with
a 1.6GHz P4 CPU and 256MB of PC133 DRAM. We used the same 3-colouring
problem generator described in [3] and improved in [6] to evaluate the perfor-
mance of our algorithms. We chose this domain as the 3-colouring problem has
been used in many other studies, and this type of problem is often used in connec-
tion with scheduling and resource allocation problems. To build the problem set,
we randomly generated 100 × (50-variable) and 40 × (100-variable) problems in
the hard region of 3-colouring with a constraint to variable ratio of 2.7, assign-
ing 50% of constraints as inter-agent and 50% as intra-agent constraints (within
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Table 1. Results for distributed 3-colouring problems with 10 agents

Problem Method Checks Nogoods Local Time
Instantiations (seconds)

50 variables DAO 1,860.3 87.6 138.8 1.7254
100 runs AWC 2,129.5 224.3 98.3 3.9624

SAO 3,928.2 175.8 349.5 6.2387

100 variables DAO 17,357.4 734.8 1,277.0 33.4567
40 runs AWC 23,617.6 1,927.2 825.4 56.9256

SAO 44,998.2 1,256.0 2,774.8 245.4677
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Fig. 3. The average degreeUnsat plotted against time

each problem). Each problem had ten agents, with each agent constrained to
have at least one inter-agent constraint.

Table 1 shows the the number of average checks, the number of total nogoods
produced, the number of total local instantiations broadcast and the total run-
ning time for all agents over the complete problem set. An individual problem
run that most closely matched the aggregate results of the 50-variable problems
in Table 1 was selected for each algorithm. The average degreeUnsat over time
is shown in Figure 3 for this individual run. From these results it is clear that
the new algorithm is considerably more efficient than AWC and SAO in terms
of execution time. Although DAO produces more local instantiations, the size
of its nogood store is significantly smaller. Also, unlike AWC, an optimal local
solution can be sent by each agent during the search. As a result, a local agent
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has more options to instantiate its variables. The main disadvantage of DAO is
that more communication costs are incurred, nevertheless, these costs are more
than compensated for by the smaller number of nogoods recorded and the faster
search times.

4 Conclusion and Future Work

We have demonstrated a new algorithm that uses constraint density to dynami-
cally order agents and increase the search speed in distributed CSPs. We argue
that our algorithm is more feasible and offers greater agent independence than
the existing algorithms for distributed CSPs, especially for situations with mul-
tiple local variables in each agent.

Since agent independence is guaranteed, DAO can be used to solve dynamic
distributed CSPs and distributed over-constrained CSPs. Dynamic distributed
CSPs are common in realistic problems, where agents may be lost or added
over time. By using our algorithm, real-time calculations are able to build new
relations among agents, and constraints and/or variables in one agent will not
affect other agents’ local computations. In fact, it is not necessary to modify
the algorithm to handle dynamic distributed CSPs. When a distributed CSP
has no solutions, it is over-constrained. To deal with this kind of problem, we
can setup a gate value (between 0 and 1) for the degreeUnsat values. After all
degreeUnsat values reach the gate value, the problem is solved.

Finally, for problems where individual constraints have varying degrees of
tightness, we can amend our constraint density measures to consider tightness
directly. Currently we count the number of intra- and inter-agent constraints
for each agent when calculating density. Alternatively, we can sum the tightness
of these constraints, where tightness is defined as the number of possible un-
satisfying assignments for a constraint divided by the total number of possible
assignments.
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Abstract. We investigate why discretization can be effective in naive-
Bayes learning. We prove a theorem that identifies particular conditions
under which discretization will result in naive-Bayes classifiers delivering
the same probability estimates as would be obtained if the correct proba-
bility density functions were employed. We discuss the factors that might
affect naive-Bayes classification error under discretization. We suggest
that the use of different discretization techniques can affect the classifi-
cation bias and variance of the generated classifiers. We argue that by
properly managing discretization bias and variance, we can effectively
reduce naive-Bayes classification error.

1 Introduction

Naive-Bayes classifiers are simple, effective, efficient, robust, and support incre-
mental training. These merits have seen them employed in numerous classifica-
tion tasks. Holding the attribute independence assumption, naive-Bayes classifiers
need to estimate probabilities about individual attributes. An attribute can be
either qualitative or quantitative. For a qualitative attribute, its probabilities can
be estimated from corresponding frequencies. For a quantitative attribute, either
probability density estimation or discretization can be employed to estimate its
probabilities. Probability density estimation requires an assumption about the
form of the probability distribution from which the quantitative attribute values
are drawn. Discretization creates a qualitative attribute X∗

i from a quantitative
attribute Xi. Each value of X∗

i corresponds to an interval of values of Xi. X∗
i is

used instead of Xi for training a classifier.
In practice, discretization is more popular than probability density estima-

tion. Pazzani [21] observed that naive-Bayes classifiers with probability density
estimation were sometimes much less accurate than other learners. He concluded
that unsafe assumptions about quantitative attributes’ probability distributions
was a major contributor to the poor performance. Dougherty et al. [7] con-
ducted an empirical comparison of naive-Bayes learning with discretization and
with probability density estimation. They observed that discretization could
sometimes significantly improve the naive-Bayes classification accuracy. They
hypothesized that this was because discretization did not make assumptions
about the forms of quantitative attributes’ probability distribution.
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A number of previous authors have mentioned that discretization is critical
to naive-Bayes learning’s success, and have observed that different discretization
techniques can result in different learning accuracy [10, 13, 20, 21, 23]. Hsu
et al. [11, 12] proposed a theoretical analysis of discretization’s effectiveness in
naive-Bayes learning, based on an assumption that each X∗

i has a Dirichlet prior.
Because ‘perfect aggregation’ holds for Dirichlet distributions, the probability
estimation of X∗

i can be estimated independent of the shape of the curve of Xi’s
probability density function. However, this analysis suggested that ‘well-known’
discretization methods were unlikely to degrade the naive-Bayes classification
accuracy, an unconditional excellence of discretization’s effectiveness that we
doubt. Besides, Hsu et al.’s analysis only addressed one-attribute classification
problems, and suggested that the analysis could be extended to multi-attribute
applications without indicating how this might be so. However, we believe that
the analysis involving only one attribute differs from that involving multiple
attributes, since the final choice of the class is decided by the product of each
attribute’s probability in the later situation. Further, their analysis does not lead
to criteria to guide selection between alternative discretization methods.

Kononenko [17] presented a proof that so long as the estimate of the poste-
rior probability of the class given the attribute is the same for the undiscretized
attribute and its discretized counterpart, discretization will result in identical
naive-Bayes classification accuracy to that obtained by use of the true proba-
bility density function. However, his proof requires that the attributes be un-
conditionally independent of each other. This assumption is much stronger than
the naive-Bayes attribute independence assumption embodied in (3), below, and
hence Kononenko’s proof fails to account for the success of discretization for
naive-Bayes.

Because of naive-Bayes classifiers’ popularity and discretization’s influential
role in naive-Bayes learning, we believe it important to understand why dis-
cretization can be effective. We expect this understanding to help devise more
effective discretization techniques for naive-Bayes classifiers, and thus to im-
prove classification accuracy. To this end we seek to improve the current state
of theoretical analysis of the factors that affect discretization effectiveness for
naive-Bayes classifiers. In particular, we prove a theorem that explains why dis-
cretization can be effective. This theorem extends Kononenko’s [17] theorem to
the case of conditional independence. We suggest that discretization can affect
the classification bias and variance of the generated naive-Bayes classifiers. We
supply insights that link the interval size and interval number formed by a dis-
cretization method to its discretization bias and variance and introduce two new
discretization methods informed by these insights.

The rest of this paper is organized as follows. Section 2 defines naive-Bayes
classifiers. Section 3 proves a theorem that explains why discretization can be
effective for naive-Bayes learning. Section 4 analyzes the factors that might af-
fect discretization effectiveness, and proposes the bias-variance characteristics
of discretization. It introduces two new discretization techniques that aim at
managing discretization bias and variance. Section 5 presents the conclusion.
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2 Naive-Bayes Classifiers

In naive-Bayes learning, each instance is described by a vector of attribute val-
ues and its class can take any value from some predefined set of values. A set
of instances with their classes, the training data, is provided. A test instance
is presented. The learner is asked to predict its class according to the evidence
provided by the training data. We define C as a random variable denoting the
class of an instance; X<X1, X2, · · · , Xk> as a vector of random variables de-
noting the observed attribute values (an instance); c as a particular class label;
x<x1, x2, · · · , xk> as a particular observed attribute value vector (a particular
instance); and X=x as shorthand for X1=x1 ∧X2=x2 ∧ · · · ∧Xk=xk.

Expected classification error under zero-one loss can be minimized by choos-
ing argmaxc(p(C=c |X=x)) for each x [8]. We start with Bayes’ theorem:

p(C=c |X=x) =
p(C=c)p(X=x |C=c)

p(X=x)
. (1)

Since the denominator in (1) is invariant across classes, it does not affect the
final choice and can be dropped:

p(C=c |X=x) ∝ p(C=c)p(X=x |C=c). (2)

The probabilities p(C=c) and p(X=x |C=c) need to be estimated from the
training data. Unfortunately, since x is usually a previously unseen instance
that does not appear in the training data, it may not be possible to directly
estimate p(X=x |C=c). So a simplification is made: if attributes X1, X2, · · · , Xk

are conditionally independent of each other given the class, then:

p(X=x |C=c) = p(∧k
i=1Xi=xi |C=c) =

k∏
i=1

p(Xi=xi |C=c). (3)

From (2) and (3), one can further estimate the most probable class by using:

p(C=c |X=x) ∝ p(C=c)
k∏

i=1

p(Xi=xi |C=c). (4)

Classifiers using (4) are naive-Bayes classifiers. The assumption embodied
in (3) is the attribute independence assumption. The probability p(C=c |X=x)
denotes the conditional probability of a class c given an instance x. The probabil-
ity p(C=c) denotes the prior probability of a particular class c. The probability
p(Xi=xi |C=c) denotes the conditional probability that an attribute Xi takes
a particular value xi given the class c. For naive-Bayes learning, the class C is
qualitative, and an attribute Xi can be either qualitative or quantitative. Since
quantitative data have characteristics different from qualitative data [3, 22], the
practice of estimating probabilities in (4) when involving quantitative data is
different from that when involving qualitative data.
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2.1 Calculating Frequency for Qualitative Data

The class, as well as a qualitative attribute, usually takes a small number of val-
ues [3, 22]. Thus there are usually many instances of each value in the training
data. The probability p(C=c) can be estimated from the frequency of instances
with C=c. The probability p(Xi=xi |C=c), when Xi is qualitative, can be esti-
mated from the frequency of instances with C=c and the frequency of instances
with Xi=xi∧C=c. These estimates are strong consistent estimates according to
the strong law of large numbers [5, 14]. In practice, a typical approach to estimat-
ing p(C=c) is to use the Laplace-estimate [6]. A typical approach to estimating
p(Xi=xi |C=c) is to use the M-estimate [6].

2.2 Probability Density Estimation for Quantitative Data

When it is quantitative, Xi usually has a large or even an infinite number of
values [3, 22]. Thus the probability of a particular value xi given the class c,
p(Xi=xi |C=c) can be infinitely small. Accordingly, there usually are very few
training instances for any one value. Hence it is unlikely that reliable estimation
of p(Xi=xi |C=c) can be derived from the observed frequency. Consequently,
in contrast to qualitative attributes, each quantitative attribute is modelled by
some continuous probability distribution over the range of its values; and one can
substitute a probability density function f(Xi=xi |C=c) for p(Xi=xi |C=c) for
each quantitative Xi in (4) [14]. Since f is usually unknown for real-world data,
probability density estimation is used to construct f̂ , an estimate of f from the
training data. Typical approaches to estimating f(Xi=xi |C=c) are assuming f
to have a Gaussian distribution [7, 18] or kernel density estimation [14].

2.3 Discretization

Discretization provides an alternative to probability density estimation for naive-
Bayes learning with quantitative attributes. Under probability density estima-
tion, if the assumed density is not a proper estimate of the true density, the
naive-Bayes classification accuracy tends to degrade [7, 14, 21]. Since the true
density is usually unknown for real-world data, unsafe assumptions unfortunately
often occur. Discretization can circumvent this problem. Under discretization,
a qualitative attribute X∗

i is formed for Xi. Each value x∗i of X∗
i corresponds

to an interval (ai, bi] of Xi. Any original quantitative value xi ∈ (ai, bi] is re-
placed by x∗i . All relevant probabilities are estimated with respect to x∗i . Since
probabilities of X∗

i can be properly estimated from corresponding frequencies as
long as there are enough training instances, there is no need to assume a prob-
ability density function. However, because qualitative data have a lower level
of measurement scale than quantitative data [22], discretization might suffer
information loss.

Two important concepts involved in our study of discretization are interval
size and interval number. Interval size is the frequency of training instances
in an interval formed by discretization. Interval number is the total number of
intervals formed by discretization.
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3 Why Discretization Can Be Effective

We here prove Theorem 1 that suggests that discretization can be effective
to the degree that p(C=c |X∗=x∗) is an accurate estimate of p(C=c |X=x),
where instance x∗ is the discretized version of instance x.

Theorem 1 Assume the first l of k attributes are quantitative and the
remaining attributes are qualitative1. Suppose instance X∗=x∗ is the discretized
version of instance X=x, resulting from substituting qualitative attribute X∗

i for
quantitative attribute Xi (1≤i≤l). If ∀l

i=1(p(C=c |Xi=xi) = p(C=c |X∗
i =x∗i )),

and the naive-Bayes attribute independence assumption (3) holds, we have
p(C=c |X=x) ∝ p(C=c |X∗=x∗).

Proof: According to Bayes theorem, we have:

p(C=c |X=x)

= p(C=c)
p(X=x |C=c)

p(X=x)
;

since the naive-Bayes attribute independence assumption (3) holds, we continue:

=
p(C=c)

p(X=x)

k∏
i=1

p(Xi=xi |C=c);

using Bayes theorem:

=
p(C=c)

p(X=x)

k∏
i=1

p(Xi=xi)p(C=c |Xi=xi)

p(C=c)

=
p(C=c)

p(C=c)k

∏k

i=1
p(Xi=xi)

p(X=x)

k∏
i=1

p(C=c |Xi=xi);

since the factor
∏

k

i=1
p(Xi=xi)

p(X=x)
is invariant across classes:

∝ p(C=c)1−k

k∏
i=1

p(C=c |Xi=xi)

= p(C=c)1−k

l∏
i=1

p(C=c |Xi=xi)

k∏
j=l+1

p(C=c |Xj=xj);

since ∀l
i=1(p(C=c |Xi=xi)=p(C=c |X∗

i =x∗
i )):

= p(C=c)1−k

l∏
i=1

p(C=c |X∗
i =x∗

i )

k∏
j=l+1

p(C=c |Xj=xj);

1 The order of attributes does not matter. We make this assumption only to simplify
the expression of our proof. This does not at all affect the theoretical analysis.
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using Bayes theorem again:

= p(C=c)1−k

l∏
i=1

p(C=c)p(X∗
i =x∗

i |C=c)

p(X∗
i =x∗

i )

k∏
j=l+1

p(C=c)p(Xj=xj |C=c)

p(Xj=xj)

= p(C=c)

∏l

i=1
p(X∗

i =x∗
i |C=c)

∏k

j=l+1
p(Xj=xj |C=c)∏l

i=1
p(X∗

i =x∗
i )
∏k

j=l+1
p(Xj=xj)

;

since the denominator
∏l

i=1
p(X∗

i =x∗
i )
∏k

j=l+1
p(Xj=xj) is invariant across classes:

∝ p(C=c)

l∏
i=1

p(X∗
i =x∗

i |C=c)

k∏
j=l+1

p(Xj=xj |C=c);

since the naive-Bayes attribute independence assumption (3) holds:

= p(C=c)p(X∗=x∗ |C=c)

= p(C=c |X∗=x∗)p(X∗=x∗);

since p(X∗=x∗) is invariant across classes:

∝ p(C=c |X∗=x∗). �

Theorem 1 ensures that as long as the attribute independence assumption holds,
and discretization forms a qualitative X∗

i for each quantitative Xi such that
p(C=c |X∗

i =x∗i ) = p(C=c |Xi=xi), discretization will result in naive-Bayes clas-
sifiers delivering probability estimates directly proportional to those that would
be obtained if the correct probability density functions were employed. Thus,
naive-Bayes classifiers with discretization can estimate p(C=c |X=x) without
making any assumptions about the form of the probability density functions.

4 What Can Affect Discretization Effectiveness

In our analysis, the effectiveness of a discretization method is represented by
the classification performance of naive-Bayes classifiers that are trained on data
pre-processed by this discretization method. According to Theorem 1, we believe
that the accuracy of estimating p(C=c |Xi=xi) by p(C=c |X∗

i =x∗i ) is crucial in
this issue. Two factors, decision boundaries and the error tolerance of probability
estimation, have influence on the estimation accuracy. How discretization deals
with these factors can affect the classification bias and variance of the generated
classifiers, effects we name discretization bias and variance. According to (4), the
prior probability of each class p(C=c) also affects the final choice of the class. To
simplify our analysis, we assume that each class has the same prior probability.
That is, p(C=c) is identical for each c. Thus we can cancel the effect of p(C=c).
However, our analysis extends straightforwardly to non-uniform cases.
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4.1 Classification Bias and Variance

The performance of naive-Bayes classifiers discussed in our study is measured
by their classification error. The error can be partitioned into a bias term,
a variance term and an irreducible term [4, 9, 15, 16, 24]. Bias describes the
component of error that results from systematic error of the learning algo-
rithm. Variance describes the component of error that results from random
variation in the training data and from random behavior in the learning al-
gorithm, and thus measures how sensitive an algorithm is to changes in the
training data. As the algorithm becomes more sensitive, the variance increases.
Irreducible error describes the error of an optimal algorithm (the level of noise
in the data). Consider a classification learning algorithm A applied to a set S
of training instances to produce a classifier to classify an instance x. Sup-
pose we could draw a sequence of training sets S1, S2, ..., Sl, each of size m,
and apply A to construct classifiers. The error of A at x can be defined as:
Error(A,m,x) = Bias(A,m,x)+V ariance(A,m,x)+ Irreducible(A,m,x). There is
often a ‘bias and variance trade-off’ [15]. All other things being equal, as one
modifies some aspect of the learning algorithm, it will have opposite effects on
bias and variance. A good learning scheme must have both low bias and low
variance [19].

4.2 Decision Boundary

A decision boundary of a quantitative attribute Xi given an instance x is a point
on the number line for Xi’s value at which the most probable class of x changes.

Consider a simple learning task with one quantitative attribute X1 and
two classes c1 and c2. Suppose X1 ∈ [0, 2], and suppose that the probabil-
ity distribution function for each class is p(C=c1 |X1) = 1 − (X1 − 1)2 and
p(C=c2 |X1) = (X1 − 1)2 respectively, which are plotted in Fig. 1. The con-
sequent decision boundaries are labelled as DB1 and DB2 respectively. The
most-probable class for an instance x=<x1> changes each time x1’s location
crosses a decision boundary. Assume a discretization method to create intervals Ii

I1 I2 I3 I5I4

DB2DB1

0.5

1

P(C    X

0

)

P(C = c2 )X

1

1 XP(C = c )1

X1

1

0.1 1 20.3

Fig. 1. Probability distribution in one-attribute problem
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0
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1

0.8

0.50.2

0.5

1

0

P(C = c2 )X1 XP(C = c )1

X1

1

1 2

0.7

Fig. 2. Probability distribution in two-attribute problem

(i=1, · · · , 5) as in Fig. 1. I2 and I4 contain decision boundaries while the remain-
ing intervals do not. For any two values in I2 (or I4) but on different sides of a
decision boundary, the optimal naive-Bayes learner under zero-one loss should se-
lect a different class for each value2. But under discretization, the values in a sin-
gle interval can not be differentiated and all will have the same class probability
estimate. Consequently, naive-Bayes classifiers with discretization will assign the
same class to all of them, and thus values at one of the two sides of the decision
boundary will be misclassified. The larger the interval size, the more likely that
the value range of the interval is larger, thus the more likely that the interval con-
tains a decision boundary. The larger the interval containing a decision boundary,
the more instances to be misclassified, thus the higher the discretization bias.

In one-quantitative-attribute problems, the locations of decision boundaries
of attribute X1 depend on the distribution of p(C |X1) for each class. However,
for a multi-attribute application, the decision boundaries of an attribute,
say X1, are not only decided by the distribution of p(C |X1), but also vary
from test instance to test instance depending upon the precise values of other
attributes. Consider another learning task with two quantitative attributes X1

and X2, and two classes c1 and c2. The probability distribution of each class
given each attribute is depicted in Fig. 2, of which the probability distribution
of each class given X1 is identical with that in the above one-attribute context.
2 Note that optimal classification may misclassify some instances. An optimal clas-

sifier minimizes error under zero-one loss. Hence even though optimal, it still can
misclassify instances on both sides of a decision boundary.
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We assume that the attribute independence assumption holds. We ana-
lyze the decision boundaries of X1 for example. If X2 does not exist, X1 has
decision boundaries as depicted in Fig. 1. However, because of the existence
of X2, those might not be decision boundaries any more. Consider a test in-
stance x with X2=0.2. Since p(C=c1 |X2=0.2)=0.8 > p(C=c2 |X2=0.2)=0.2,
and p(C=c |x) ∝

∏2
i=1 p(C=c |Xi=xi) for each class c according to Theorem

1, p(C=c1 |x) does not equal p(C=c2 |x) when X1 falls on any of the single at-
tribute decision boundaries as presented in Fig. 1. Instead X1’s decision bound-
aries change to be DB1 and DB4 as in Fig. 2. Suppose another test instance
with X2=0.7. By the same reasoning X1’s decision boundaries change to be DB2

and DB3 as in Fig. 2. When there are more than two attributes, each combina-
tion of values of the attributes other than X1 will result in corresponding decision
boundaries of X1. Thus in multi-attribute applications the decision boundaries
of one attribute can only be identified with respect to each specific combination
of values of the other attributes. Increasing either the number of attributes or
the number of values of an attribute will increase the number of combinations of
attribute values, and thus the number of decision boundaries. In consequence,
each attribute may have a very large number of potential decision boundaries.
Nevertheless, for the same reason as we have discussed in one-attribute context,
intervals containing decision boundaries have the potential negative impact on
discretization bias.

Consequently, discretization bias can be reduced by identifying the decision
boundaries and setting the interval boundaries close to them. However, identify-
ing the correct decision boundaries depends on finding the true form of p(C |X1).
Ironically, if we have already found p(C |X1), we can resolve the classification
task directly; thus there is no need to consider discretization at all. Without
knowing p(C |X1), an extreme solution is to set each value as an interval. Al-
though this most likely guarantees that no interval contains a decision boundary,
it usually results in very small interval size. The smaller the interval size, the
fewer training instances per interval for probability estimation, thus the more
likely the variance of the generated classifiers increases since even a small change
of the training data might totally change the probability estimation. As a result,
the estimation of p(C |X1) might be so unreliable that we can not identify the
truly most probable class even if there is no decision boundary in the interval.
Hence, smaller interval size can lead to higher discretization variance. A possi-
ble solution to this problem is to require that the size of an interval should be
sufficient to ensure stability in the probability estimated therefrom. This raises
the question, how reliable must the probability be? That is, when estimating
p(C=c |X1=x1) by p(C=c |X∗

1=x∗1), how much error can be tolerated without
altering the classification. This motivates our following analysis.

4.3 Error Tolerance of Probability Estimation

To investigate this factor, we return to our example depicted in Fig. 1. We
suggest that different values have different error tolerance of their probability
estimation. For example, for a test instance x<X1=0.1> and thus of class c2,
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its true class probability distribution is p(C=c1 |x)=p(C=c1 |X1=0.1)=0.19 and
p(C=c2 |x)=p(C=c2 |X1=0.1)=0.81. According to naive-Bayes learning, as long
as p(C=c2 |X1=0.1)>0.50, c2 will be correctly assigned as the class and the
classification is optimal under zero-one loss. This means, the error tolerance of
estimating p(C |X1=0.1) can be as big as 0.81−0.50=0.31. However, for another
test instance x<X1=0.3> and thus of class c1, its probability distribution is
p(C=c1 |x)=p(C=c1 |X1=0.3)=0.51 and p(C=c2 |x)=p(C=c2 |X1=0.3)=0.49.
The error tolerance of estimating p(C |X1=0.3) is only 0.51− 0.50=0.01. In the
learning context of multi-attribute applications, the analysis of the tolerance of
probability estimation error is even more complicated. The error tolerance of
a value of an attribute affects as well as is affected by those of the values of the
other attributes since it is the multiplication of p(C=c |Xi=xi) of each xi that
decides the final probability of each class.

The lower the error tolerance a value has, the larger its interval size is pre-
ferred for the purpose of reliable probability estimation. Since all the factors
that affect error tolerance vary from case to case, there can not be a universal,
or even a domain-wide constant that represents the ideal interval size, which
thus will vary from case to case. Further, the error tolerance can only be calcu-
lated if the true probability distribution of the training data is known. If it is
not known, then the best we can hope for is heuristic approaches to managing
error tolerance that work well in practice.

4.4 Summary

By this line of reasoning, optimal discretization can only be performed if the
probability distribution of p(C=c |Xi=xi) for each pair of c and xi, given each
particular test instance, is known; and thus the decision boundaries are known.
If the decision boundaries are not known, which is often the case for real-world
data, we want to have as many intervals as possible so as to minimize the risk
that an instance is classified using an interval containing a decision boundary.
By this means we expect to reduce the discretization bias. On the other hand,
however, we want to ensure that the intervals are sufficiently large to minimize
the risk that the error of estimating p(C=c |X∗

i =x∗i ) will exceed the current
error tolerance. By this means we expect to reduce the discretization variance.

However, when the number of the training instances is fixed, there is a trade-
off between interval size and interval number. That is, the larger the interval size,
the smaller the interval number, and vice versa. Because larger interval size can
result in lower discretization variance but higher discretization bias, while larger
interval number can result in lower discretization bias but higher discretization
variance, low learning error can be achieved by tuning interval size and interval
number to find a good trade-off between discretization bias and variance. We
argue that there is no universal solution to this problem, that is, the optimal
trade-off between interval size and interval number will vary greatly from test
instance to test instance.

Our analysis has been supported by the success of two new discretization
techniques that we have recently developed: proportional k-interval discretization
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(PKID) and equal size discretization (ESD) [25, 26]. To discretize a quantitative
attribute, PKID equally weighs discretization bias and variance by setting inter-
val size and interval number equal. It further sets both interval size and number
proportional to the training data size. Hence as the training data increase, both
discretization bias and variance tend to decrease. Bias can decrease because the
interval number increases, thus the decision boundaries of the original quanti-
tative values are less likely to be included in intervals. Variance can decrease
because the interval size increases, thus the naive-Bayes probability estimation
is more stable and reliable. ESD sets a sufficient interval size, m. It discretizes
the values into intervals of size m. By introducing m, ESD aims to ensure that
the interval size is sufficient so that there are enough training instances in each
interval to reliably estimate the naive-Bayes probabilities. Thus ESD can pre-
vent discretization variance from being very high. By not limiting the number
of intervals formed, more intervals can be formed as the training data increases.
This means that ESD can make use of extra data to reduce discretization bias.
We have compared PKID and ESD against five existing key discretization meth-
ods on 29 natural datasets from UCI machine learning repository [2] and KDD
archive [1]. With frequency significant at the 0.05 level, PKID and ESD each
better reduce naive-Bayes classification error than previous methods. Also PKID
and ESD each achieve lower mean and geometric mean of naive-Bayes classifi-
cation error across all the datasets compared with previous methods.

5 Conclusion

In this paper, we prove a theorem that provides a new explanation on why dis-
cretization can be effective for naive-Bayes classifiers by showing that discretiza-
tion will not alter the naive-Bayes estimate as long as discretization results in
p(C=c |X∗

i =x∗i ) = p(C=c |Xi=xi). We explore the factors that can affect dis-
cretization effectiveness in terms of the classification bias and variance of the
generated classifiers. We name the effects discretization bias and variance. We
have argued that the analysis of the bias-variance characteristics of discretization
provides insights into discretization effectiveness. In particular, we have obtained
new understandings of how discretization bias and variance can be manipulated
by adjusting interval size and interval number. In short, we want to maximize
the number of intervals in order to minimize discretization bias, but at the same
time ensure that each interval contains sufficient training instances in order to
obtain low discretization variance.

Another illuminating issue arising from our study is that since the decision
boundaries of a quantitative attribute value depend on the values of other quan-
titative attributes given a particular test instance, we can not develop optimal
discretization by any apriori methodology, that is, by forming intervals prior to
the classification time. However, even if we adopt a lazy methodology [27], that
is, taking into account the values of other attributes during classification time,
we still cannot guarantee optimal discretization unless we know the true proba-
bility distribution of the quantitative attributes. These insights reveal that, while
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discretization is desirable when the true underlying probability density function
is not available, practical discretization techniques are necessarily heuristic in
nature. The holy grail of an optimal universal discretization strategy for naive-
Bayes learning is unobtainable.
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Abstract. The naive Bayesian classifier is a simple and effective clas-
sification method, which assumes a Bayesian network in which each at-
tribute has the class label as its only one parent. But this assumption is
not obviously hold in many real world domains. Tree-Augmented Naive
Bayes (TAN) is a state-of-the-art extension of the naive Bayes, which
can express partial dependence relations among attributes. In this pa-
per, we analyze the implementations of two different TAN classifiers
and their tree structures. Experiments show how different dependence
relations impact on accuracy of TAN classifiers. We present a kind of
semi-lazy TAN classifier, which builds a TAN identical to the original
TAN at training time, but adjusts the dependence relations for a new
test instance at classification time. Our extensive experimental results
show that this kind of semi-lazy classifier delivers lower error than the
original TAN and is more efficient than Superparent TAN .

1 Introduction

Classification learning seeks to build a classifier that can assign a suitable class la-
bel to an unlabelled instance described by a set of attributes. The naive Bayesian
classifier is widely used in interactive applications due to its computational ef-
ficiency, competitive accuracy, direct theoretical base, and its ability to inte-
grate prior information with data sample information [1, 2, 3, 4, 5, 6, 7]. It
is based on Bayes’ theorem and an assumption that all attributes are mutu-
ally independent within each class. Assume X is a finite set of instances, and
A = {A1, A2, · · · , An} is a finite set of n attributes. An instance x ∈ X is de-
scribed by a vector 〈a1, a2, · · · , an〉, where ai is a value of attribute Ai. C is called
the class attribute. Prediction accuracy will be maximized if the predicted class

Label(〈a1, a2, · · · , an〉) = argmaxc(P (c | 〈a1, a2, · · · , an〉)). (1)

Unfortunately, unless 〈a1, a2, · · · , an〉 occurs many times within X , it will not
be possible to directly estimate P (c | 〈a1, a2, · · · , an〉) from the frequency with
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which each class c ∈ C co-occurs with 〈a1, a2, · · · , an〉 within a given set of
training instances. Bayes’ theorem provides an equality that might be used to
help estimate the posterior probability P (ci | x) in such a circumstance:

P (ci | x) =
P (ci)P (〈a1, a2, · · · , an〉 | ci)

P (〈a1, a2, · · · , an〉)
(2)

= α · P (ci) · P (〈a1, a2, · · · , an〉 | ci) (3)

where P (ci) is the prior probability of class ci ∈ C, P (〈a1, a2, · · · , an〉 | ci) is
the conditional probability of x ∈ T given the class ci, and α is a normalization
factor. According to the Bayes Theorem and the chain rule, equation 3 can be
written as:

P (ci | x) = α · P (ci) ·
n∏

k=1

P (ak | a1, a2, · · · , ak−1, ci) (4)

Therefore, an approach to Bayesian estimation is to seek to estimate each P (ak |
a1, a2, · · · , ak−1, ci).

If the n attributes are mutually independent within each class value, then
the conditional probability can be calculated in the following way:

P (〈a1, a2, · · · , an〉 | ci) =
n∏

k=1

P (ak | ci). (5)

Classification selecting the most probable class as estimation using formula 3
and formula 5 is the well-known naive Bayesian classifier.

The attribute independence assumption makes the application of Bayes’ the-
orem to classification practical in many domains, but this assumption rarely
holds in real world problems. Where some dependence relations do exist among
attributes, the probability estimate of the naive Bayesian classifier may be incor-
rect. In such circumstances, comparing equation 4 with equation 5, we cannot use
P (ak | ci) instead of P (ak | a1, a2, · · · , ak−1, ci), where k = 1, 2, · · · , n. Notwith-
standing Domingos and Pazzani analysis that demonstrates that some violations
of the independence assumption are not harmful to classification accuracy [1],
it is clear that many are, and there is an increasing body of work developing
techniques to retain naive Bayesian classifiers’ desirable simplicity and efficiency
while delivering improved accuracy [2, 3, 4, 5, 8, 9, 10, 11, 12].

Of numerous proposals to improve the accuracy of naive Bayesian classifiers
by weakening its attribute independence assumption, Tree Augmented Naive
Bayes(TAN) [9, 3, 4] has demonstrated remarkable error performance [7]. Fried-
man, Geiger and Goldszmidt [9, 3] compared the naive Bayesian method and
Bayesian network, and showed that using unrestricted Bayesian networks did
not generally lead to improvements in accuracy and even reduced accuracies
in some domains . They presented a compromise representation, called tree-
augmented naive Bayes (TAN , called Friedman’s TAN in our paper), in which
the class node directly points to all attribute nodes and an attribute node can
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have only at most one additional parent to the class node. Based on this rep-
resentation, they utilized a scoring measurement, called conditional mutual in-
formation, to efficiently find a maximum weighted spanning tree as a classifier.
Keogh & Pazzani [4] took a different approach to constructing tree-augmented
Bayesian networks(called Keogh and Pazzani’s TAN in our paper). They used
the same representation, but used leave-one-out cross validation to estimate the
classification accuracy of the network when an arc was added. The two methods
mainly differ in two aspects. One is the criterion of attribute selection used to se-
lect dependence relations among the attributes while building a tree-augmented
Bayesian network. Another is the structure of the classifiers. The first one always
tends to construct a tree including all attributes, the second one always tends
to construct a tree with fewer dependence relations among attributes and better
classification accuracy.

Friedman’s TAN and Keogh & Pazzani’s TAN are eager classifiers. They
build tree-augmented Bayesian classifiers based on a given set of training in-
stances at training time, and classify a new unlabelled instance directly using
the classifiers at classification time.We analyze these two different approaches
to TAN classifiers and their tree classifier structures. We show experimentally
how different dependence relations impact on the accuracy of TAN classifiers.
As a result of this study we present a new semi-lazy TAN classification algo-
rithm. At training time, it builds a TAN identical to Friedman’s TAN , but
at classification time we adjust the dependence relations for each new test in-
stance. Different Bayesian networks may apply to different unlabelled instances.
Therefore, this approach can be thought of as a semi-lazy or partially-lazy clas-
sifier. Our extensive experimental results have shown that this kind of semi-lazy
classifier has better accuracy than the previous TAN classifiers.

2 Restricted Bayesian Network Classifiers

Bayesian network classification is a probability classification method that can
describe probability distributions over the training data. However, learning un-
restricted Bayesian networks is very time consuming and quickly becomes in-
tractable as the number of attributes increases [3, 13]. Previous research also
shows that some scoring metrics used in learning unsupervised Bayesian net-
works do not necessarily optimize the performance of the learned networks in
classification [9, 3]. Therefore, restricting the structure of Bayesian networks has
become an active research area. The naive Bayesian classifier can be regarded
as a highly restricted Bayesian network, which assumes that each attribute has
the class label as its only one interdependent variable. TAN classifiers allow each
attribute to depend on the class and at most one additional attribute. In this
section, we will more formally describe TAN classifiers and show some issues in
the implementations of the TAN classifiers.
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Fig. 1. A TAN classifier’s tree structure

2.1 The Basic TAN Classifiers

A basic TAN classifier, i.e. a Friedman’s TAN classifier, is a restricted Bayesian
network classification model, which uses a tree-structure imposed on the naive
Bayesian structure. In its Bayesian network, the class node is the root and has
no parents, i.e. Π(C) = ∅ (here Π(Ai) represents the set of parents of variable
or attribute Ai). The class variable is a parent of each attribute variables, i. e.
C ∈ Π(Ai). And except for the class node, each attribute variable node has at
most one other attribute variable node as its a parent, i.e. |Π(Ai)| ≤ 2. Therefore
P (ak | a1, a2, · · · , ak−1, ci) in equation 4 can be simplified as follows.

P (ak | a1, a2, · · · , ak−1, ci) = P (ak | π(ak)). (6)

Note that Π(Ai) represents the set of parents of attribute Ai. π(ai) represents
the set of parents of attribute value ai. An example of Bayesian network structure
for a TAN structure is shown in Figure 1, where class variable node C and all
dependences from it to all attribute nodes Ai are omitted for simplicity.

The algorithm for building a basic TAN classifier consists of five main
steps [3]:

1. Compute conditional mutual information IT (Ai, Aj | C) between each pair
of attributes as follows(i �= j):

IT (Ai, Aj | C) =
∑

Ai,Aj ,C

P (Ai, Aj | C)log
P (Ai, Aj | C)

P (Ai | C) · P (Aj | C)
(7)

2. Build a complete undirected graph in which the vertices are attributes
A1, · · · , An. Annotate the weight of an edge connecting Ai to Aj by IT (Ai, Aj |
C).

3. Build a maximum weighted spanning tree.
4. Transform the resulting undirected tree to a directed one by choosing

a root variable and setting the direction of all edges to be outward from it.
5. Build a TAN model by adding a vertex labelled by C and adding an arc

from C to each Ai.
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Table 1. Descriptions of Data

Domain 	Instances 	Classes 	 Attributes

1 Adult 48842 2 14
2 Annealing Processes 898 6 38
3 Breast Cancer(Wisconsin) 699 2 9
4 Credit Screening(Australia) 690 2 15
5 German 1000 2 20
6 Glass Identification 214 7 10
7 Heart Disease(Cleveland) 303 2 13
8 Hepatitis Prognosis 155 2 19
9 House Votes 84 435 2 16

10 Hypothyroid Diagnosis 3163 2 25
11 Iris Classification 150 3 4
12 LED 24(noise level=10%) 1000 10 24
13 Letter Recognition 20000 26 16
14 Liver Disorders(bupa) 345 2 6
15 Lung Cancer 32 3 56
16 New-Thyroid 215 3 5
17 Pen Digits 10992 10 16
18 Pima Indians Diabetes 768 2 8
19 Pioneer 9150 57 36
20 Post-Operative Patient 90 3 8
21 Promoter Gene Sequences 106 2 57
22 Segment 2310 7 19
23 Solar Flare 1389 3 10
24 Sonar Classification 208 2 60
25 Soybean Large 683 19 35
26 Splice Junction Gene Sequences 3177 3 60
27 Syncon 600 6 60
28 Tic-Tac-Toe End Game 958 2 9
29 Vehicle 846 4 18
30 Zoology 101 7 16

2.2 Some Issues in the Implementation

All the experiments in this paper are performed in the Weka system [14]. Now,
we discuss some extended issues in our implementation of the basic TAN clas-
sifier.

One issue is related to the probability estimation assumption. In TAN , for
each attribute we assess the conditional probability given the class variable and
another attribute. This means that the number of instances used to estimate the
conditional probability is reduced as it is estimated from the instances that share
three specific values (the class value, the parent value and the child value). Thus
it is not surprising to encounter unreliable estimates, especially in small datasets.
Friedman, Geiger and Goldszmidt dealt with this problem by introducing a
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smoothing operation [3]. The estimation formula used by them is as follows.

θs(x | π(x)) =
N · P̂T P (π(x))

N · P̂T P (π(x)) + N0
· P̂T (x | π(x) +

N0

N · P̂T P (π(x)) + N0
· θ0(x | π(x))

(8)

where θ0(x | π(x)) is the prior estimate of P (x | π(x)), and N0 is the confidence
associated with that prior. In their experiments, N0 = 5. A problem arises
when an attribute value does not occur in the training data, a situation often
occurs in cross validation tests. In this case the value of the estimate will be
zero. To address this problem, in our implementation, we also apply a normal
Laplace estimation to P̂TP (x). We use both smoothing functions to estimate
any conditional probability, and only Laplace estimation to estimate a non-
conditional probability.

Secondly, regarding the problem of missing values, in TAN classifiers, in-
stances with missing values were deleted from the set of training instances by
Friedman, et al. We keep all the instances, but ignore missing values from the
counts for attribute values. Also, when we estimate a conditional probability
P (ak | ci), for a prior probability of class value ci we exclude the occurrences
of class value ci with missing values on attribute Ak. Obviously, this makes the
estimation of the condition more reliable while estimating P (ak | ci).

Thirdly, although the choice of root variable does not change the log-
likelihood of the TAN network, we have to set the direction of all edges for
classification. When each edge (Ai,Aj) is added to the current tree structure,
we always set the direction from Ai to Aj (i < j) at once.

2.3 Keogh and Pazzani’s TAN Classifiers

Keogh and Pazzani present another approach to learn TAN classifiers [4], called
SuperParent,which searches heuristically for a TAN guided by cross-validation
accuracy. They show that their algorithm consistently predicts more accurately
than naive Bayes. It consists of two steps. The first step searches for a super
parent that has the best cross-validation accuracy. A super parent is a node
with arcs pointing to all others nodes without a parent except for the class
label. The second step determines one favorite child for the super parent chosen
at the first step, again based on the cross-validation accuracy. After this iteration
of the two steps, one arc is added on the tree structure, and this process repeats
until no improvement is achieved, or n− 1 arcs are added into the tree.

We also implemented Keogh and Pazzani’s TAN classifiers in Weka system.
They follow Friedman and Goldszmidt’s assumption about missing values [3],
i.e., instances with missing values were deleted from the datasets. In their ex-
periments, they replace zero probabilities with a small epsilon (0.0001). However,
for consistency, our implementation utilises the smoothing techniques described
above for our implementation of the basic TAN classifiers.



Adjusting Dependence Relations for Semi-Lazy TAN Classifiers 459

3 Adjusting Dependence Relations in Semi-Lazy Way

In this section, we discuss how to select dependence relations among attribute
values given a test instance based on the basic TAN network. Experimentally
we demonstrate that the tree structure is a useful description for the given set
of training instances, and on the other hand, most of these conditional probabil-
ities have extremely high variance and lead to poor predictions. We investigate
a method of adjusting the dependence relation for a given conditional probabil-
ity. At training time, we derive the basic TAN classifiers as Friedman’s TAN . At
classification time, we reinterpret the dependence relations for a given unlabelled
instance. As the interpretation is done at classification time, we can regard this
kind of classification model as a semi-lazy or partially-lazy classifier. Finally, we
also experimentally demonstrate that building a TAN classifier in a totally lazy
way is not effective. Before describing the new algorithms, we first describe the
data sets used in our experiments and our experimental methodology.

3.1 Experimental Domains and Methodology

The thirty natural domains used in our experiments are shown in Table 1 [15].
All the experiments were performed in the Weka system [14], which provides
a workbench that includes full and working implementations of many popular
learning schemes that can be used for practical data mining or for research. The
error rate of each classification model on each domain is determined by running
10-fold cross validation on a dual-processor 1.7Ghz Pentium 4 Linux computer
with 2Gb RAM. All the data sets were used in previous research [9, 4, 5]. We also
use the default discretization method “weka.filters.DiscretizeFilter” to discretize
continuous attributes, which is based on Fayyad and Irani’s method [16].

3.2 Applying Higher-Order Conditional Probabilities

A TAN structure is a kind of restricted Bayesian network, which combines some
of Bayesian networks’ ability to represent dependence relations with the simplic-
ity of naive Bayes. A TAN structure means the way of using P (ak | ci) or P (ak |
π(ak)) instead of P (ak | a1, a2, · · · , ak−1, ci) in equation 4. It is clear that in some
situations, it would be useful to model correlations among attributes that cannot
be captured by a TAN structure. This will be significant when there is a suffi-
cient number of training instances to robustly estimate higher-order conditional
probabilities [9]. However, estimating higher-order conditional probabilities will
cost much more computation. Our alternative is to seek to find a better estimate
instead of P (ak | π(ak)) as the estimate of P (ak | a1, a2, · · · , ak−1, ci) based on
a known TAN structure. Each node in a TAN structure always has the strongest
mutual information with its parent. The performance of estimation for node Ak

depends on the estimate for its parent node. This suggests using all the ancestors
as the condition of node Ak. The result is an algorithm for classification based
on the following equation:

P (ak | a1, a2, · · · , ak−1, ci) = P (ak | Ancestors(ak)). (9)
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Table 2. Applying Higher-Order Conditional Probabilities

Domain TANsT1 TANsT2 HOCPT1 HOCPT2

1 Adult 15.96 16.31 14.70 16.27
2 Annealing Processes 3.90 4.34 3.79 4.14
3 Breast Cancer(Wisconsin) 0.86 3.58 0.00 6.01
4 Credit Screening(Australia) 11.88 14.20 4.35 24.64
5 German 16.90 27.70 1.90 27.20
6 Glass Identification 0.93 9.34 0.93 7.94
7 Heart Disease(Cleveland) 10.56 18.48 4.29 24.09
8 Hepatitis Prognosis 3.87 18.71 1.29 21.94
9 House Votes 84 5.29 7.13 1.38 5.98

10 Hypothyroid Diagnosis 2.09 2.53 1.58 2.81
11 Iris Classification 2.67 10.00 2.00 12.67
12 LED 24(noise level=10%) 24.80 26.30 24.30 26.30
13 Letter Recognition 15.86 19.35 4.26 20.66
14 Liver Disorders(bupa) 20.29 39.71 6.09 40.58
15 Lung Cancer 9.37 46.88 0.00 43.75
16 New-Thyroid 2.33 6.98 1.40 10.23
17 Pen Digits 3.34 5.06 0.32 16.59
18 Pima Indians Diabetes 13.93 25.78 8.46 29.43
19 Pioneer 2.96 4.71 2.91 4.79
20 Post-Operative Patient 23.33 41.11 16.67 35.56
21 Promoter Gene Sequences 0.00 18.86 0.00 34.91
22 Segment 11.68 13.20 1.13 10.22
23 Solar Flare 0.94 1.01 0.86 0.94
24 Sonar Classification 2.40 29.81 0.00 44.71
25 Soybean Large 5.27 8.49 3.22 12.59
26 Splice Junc. Gene Sequences 2.80 4.60 0.03 41.33
27 Syncon 0.00 5.17 0.00 64.33
28 Tic-Tac-Toe End Game 22.23 26.10 21.82 26.20
29 Vehicle 23.52 32.39 1.30 37.35
30 Zoology 0.00 6.93 1.98 5.94

Note that this implies that the attribute subscripts are ordered so that ∀aj ∈
Ancestors(ak), j < k, an ordering that need only be imposed implicitly. In Ta-
ble 2, we list the experimental results of our implementation of Friedman’s TAN
and the classifier based on above formula 9. TANsT1 represents the results of the
basic TAN algorithm classifying all the training instances. TANsT2 represents
the results of the basic TAN algorithm using 10-fold cross validations. HOCPT1

represents the results of applying higher-order conditional probabilities formula
shown in equation 9 to classify all the training instances. HOCPT2 represents
corresponding results using 10-fold cross validations. The results are surprising.
Most of the results of new estimation using 10-fold cross validations are worse
than the TAN ’s, but most of the results of new estimation classifying the train-
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ing instances are better than the TAN ’s. That tells us the new algorithm is
overfitting.

3.3 Adjusting Dependence Relations Algorithm

Finding the dependence relations among the attributes is an important way to
relax the attribute independent assumption made by naive Bayes. The main
difference among Bayesian classification models of this kind is in way they cal-
culate P (ak | a1, a2, · · · , ak−1, ci). The above results experimentally show there
is some possibility to find another attribute value instead of the value of the par-
ent attribute. If P (ak | π(ak)) is a poor choice for P (ak | a1, a2, · · · , ak−1, ci), we
should first try to use P (ak | π(π(ak))), because this attribute has the strongest
dependence relations with its parent attribute. We use the following equation
for adjusting the original dependence relation in the TAN structure.

P (ak | a1, a2, · · · , ak−1, ci) = P (ak |MAX{Ancestors(ak)}, ci). (10)

where MAX{Ancestors(ak)} represents the attribute value of its ancestors
which has the maximum conditional mutual information with attribute value ak.
In this case, the conditional mutual information between two attribute values
can be calculated as follows:

IT (ak, aj | c) =
∑

c

P (ak, aj | c)log
P (ak, aj | c)

P (ak | c) · P (aj | c)
(11)

because we are interested only in the specific values, no the full range of values
for each attribute. At training time, we still build a TAN model in the same
way, but at classification time, we will use formula 10 to classify an unlabelled
instance. This is a semi-lazy classifier. Our algorithm also tests the tree structure.
When a TAN structure is a single chain, we always use naive Bayes directly.

We compare the classification performance of four learning algorithms by
running 10-fold cross validations. In the Table 3, we list the experimental results.
We use the naive Bayes classifier implemented in the Weka system, simply called
Naive. We implemented in Weka Friedman’s smoothed TAN , called TANs,
Keogh and Pazzani’s TAN , called SP , and our semi-lazy S − Lazy. The mean
accuracy and running time over all data sets for each algorithm is also given
in Table 3. Table 4 presents the WIN/LOSS/DRAW records for the semi-lazy
TAN model together with the result of a binomial sign test which indicates
the probabilities of obtaining the observed result or more extreme if WINS and
LOSSES were equiprobable. This is a record of the number of data sets for
which the nominated algorithm achieves lower, higher, and equal error to the
comparison algorithm, measured to two decimal places. The semi-lazy TAN
demonstrates significantly better classification performance than the original
TAN models, and worse(albeit not significantly) than Keogh and Pazzani’s TAN
models, but is much more efficient than Keogh and Pazzani’s TAN models.
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Table 3. Experimental Results of Comparing Algorithms

Naive TANs S-Lazy SP
Domain Error Error Time Error Time Error Time

Adult 18.03 16.31 1.05 16.23 1.02 15.77 178.59
Annealing Processes 5.46 4.34 0.12 4.57 0.19 4.01 1.49
Breast Cancer(Wisconsin) 2.58 3.58 0.13 2.86 0.02 2.58 0.13
Credit Screening(Australia) 15.07 14.20 0.03 15.22 0.04 14.35 0.98
German 24.60 27.70 0.06 25.70 0.06 24.80 3.14
Glass Identification 11.68 9.35 0.03 7.01 0.06 6.07 0.10
Heart Disease(Cleveland) 16.50 18.48 0.01 17.49 0.02 15.19 0.23
Hepatitis Prognosis 16.13 18.71 0.02 11.61 0.02 16.13 0.11
House Votes 84 9.89 7.13 0.01 9.66 0.01 6.90 0.65
Hypothyroid Diagnosis 2.94 2.53 0.13 2.53 0.13 2.88 15.51
Iris Classification 6.00 10.00 0.01 6.00 0.01 6.00 0.00
LED 24(noise level=10%) 26.20 26.30 0.01 26.10 0.01 25.90 0.23
Letter Recognition 29.99 19.35 1.23 23.15 1.77 16.47 464.11
Liver Disorders(bupa) 36.81 39.71 0.01 39.13 0.01 40.29 0.05
Lung Cancer 46.88 46.88 0.11 46.88 0.18 50.00 1.18
New-Thyroid 8.37 6.98 0.00 6.05 0.02 7.44 0.02
Pen Digits 12.92 5.06 0.53 6.03 0.69 3.50 105.77
Pima Indians Diabetes 25.00 25.78 0.01 25.26 0.02 25.39 0.21
Pioneer 9.77 4.71 4.44 5.42 8.91 3.66 1256.99
Post-Operative Patient 28.89 41.11 0.00 33.33 0.00 30.00 0.03
Promoter Gene Sequences 8.49 18.87 0.15 14.15 0.19 8.49 7.35
Segment 11.08 13.20 0.20 9.26 0.31 6.28 17.06
Solar Flare 3.89 1.01 0.02 0.86 0.02 1.01 0.49
Sonar Classification 25.48 29.81 0.53 25.00 0.81 23.56 21.59
Soybean Large 7.17 8.49 0.18 7.76 0.27 7.03 6.24
Splice Junc. Gene Sequences 4.66 4.60 1.40 4.60 1.32 4.69 217.70
Syncon 3.00 5.17 1.61 3.00 2.44 3.00 64.71
Tic-Tac-Toe End Game 29.54 26.10 0.01 24.95 0.01 28.81 0.71
Vehicle 39.48 32.39 0.10 35.22 0.15 31.68 11.24
Zoology 5.94 6.93 0.00 4.95 0.01 5.94 0.05

The Mean 16.41 16.49 0.40 15.33 0.62 14.59 79.22

Table 4. Comparison of Semi− LazyTAN to others

WIN LOSS DRAW P

Naive 18 9 3 0.122
TANs 20 7 3 0.019
SP 10 18 2 0.184
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3.4 Building TAN Structures in Totally-Lazy Ways

Previous experimental results have shown that, in most cases, adjusting depen-
dence relations can improve the performance of the basic TAN classifiers. Can
we get lower error using a totally-lazy way? Can we build a better TAN struc-
ture for a given test instance? For many classification tasks classifier accuracy is
more important than consideration of computational expense. In such a circum-
stance, building a classifier in a lazy way may be a better choice. To evaluate the
promise of truly lazy TAN , we also implemented two ways for building a TAN
structure using the measurement of conditional mutual information between at-
tribute values. One is based on a given class value, another is based on all class
values. Neither of them reduces error. Our previous research [7] also showed the
implementation of Keogh and Pazzani’s TAN in a lazy way did not improve clas-
sification performance. Probably, there should be some different measurement
to show dependence relations among attribute values.

4 Conclusions

There are several contributions in this paper. The first one is that we have
examined and implemented two different TAN classifiers and their tree classifier
structures. Secondly, we experimentally show how different dependence relations
impact on the accuracy of TAN classifiers. Thirdly, we mainly present a semi-
lazy TAN classification model, which builds the same tree structure as the basic
TAN model at training time, but adjusts the dependence relations for a new test
instance at classification time. This approach can be thought of as a semi-lazy
or partially-lazy method. Our extensive experimental results have shown that
these semi-lazy classifiers have higher accuracy than the original TAN and are
more efficient than Keogh and Pazzani’s TAN .

It is remarkable that all our research is based on the assumption that the
conditional mutual information can really reflect dependence relations among at-
tributes. Because the measurements of conditional mutual information between
attributes do not specify the direction of the dependence, this is also a reason
that we can improve classification performances by adjusting dependence rela-
tions among attribute values. Although the semi-lazy TAN demonstrates better
classification performance than the original TAN models, it is worse than Keogh
and Pazzani’s TAN models. These results may suggest a way to better restrict
dependence relations based on the TAN structure.
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Abstract. Mixture modelling or unsupervised classification is the prob-
lem of identifying and modelling components (or clusters, or classes) in
a body of data. We consider here the application of the Minimum Mes-
sage Length (MML) principle to a mixture modelling problem of multi-
variate Gaussian distributions. Earlier work in MML mixture modelling
includes the multinomial, Gaussian, Poisson, von Mises circular, and Stu-
dent t distributions and in these applications all variables in a component
are assumed to be uncorrelated with each other. In this paper, we propose
a more general type of MML mixture modelling which allows the vari-
ables within a component to be correlated. Two MML approximations
are used. These are the Wallace and Freeman (1987) approximation and
Dowe’s MMLD approximation (2002). The former is used for calculating
the relative abundances (mixing proportions) of each component and the
latter is used for estimating the distribution parameters involved in the
components of the mixture model. The proposed method is applied to
the analysis of two real-world datasets - the well-known (Fisher) Iris and
diabetes datasets. The modelling results are then compared with those
obtained using two other modelling criteria, AIC and BIC (which is iden-
tical to Rissanen’s 1978 MDL), in terms of their probability bit-costings,
and show that the proposed MML method performs better than both
these criteria. Furthermore, the MML method also infers more closely
the three underlying Iris species than both AIC and BIC.

Keywords: Unsupervised Classification, Mixture Modelling, Machine
Learning, Knowledge Discovery and Data Mining, Minimum Message
Length, MML, Classification, Clustering, Intrinsic Classification, Numer-
ical Taxonomy, Information Theory, Statistical Inference

1 Introduction

Mixture modelling [14, 17, 27] - generally known as unsupervised classification
or clustering - models, as well as partitions, a dataset with an unknown number
of components (or classes or clusters) into a finite number of components. The
problem is also known as intrinsic classification, latent class analysis or numerical
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taxonomy. Mixture modelling is widely acknowledged as a useful and powerful
method to perform pattern recognition - as well as being useful in other areas,
such as image and signal analysis.

In this paper, we discuss, in particular, an unsupervised classification that
models a statistical distribution by a mixture (a weighted sum) of other distri-
butions. The likelihood function - or objective function (see also Sec. 4, part 1d)
- of the mixture modelling problem takes the form of:

f(x|M,π1, · · · , πM , θ̃1, · · · , θ̃M ) =
M∑

m=1

πm × fm(x|θ̃m),

where there are M components, πm is the relative abundance or mixing propor-
tion of the mth component, and fm(x|θ̃m) is the probability distribution of mth

component (given the component distributional parameters).
There are two processes involved in performing mixture modelling. These

are model selection for the model that best describes the dataset and point
estimation for the parameters required. The former includes the selection of the
most appropriate number of components. The problem we often face in choosing
the best model is keeping the balance between model complexity and goodness
of fit. In other words, the best model selected for a dataset must be sufficiently
complex in order to cover all information in the dataset, but not so complex
as to over-fit. Here, we apply the Minimum Message Length (MML) principle
simultaneously for both parameter estimation and model selection.

The MML principle [27, 33, 30, 31] was first proposed by Wallace and Boul-
ton [27] in 1968. It provides a fair comparison between models by stating each
of them into a two-part message which, in turn, encodes each model (H) and
the data in light of that model (D given H). Various related principles have also
been stated independently by Solomonoff [24], Kolmogorov [15], Chaitin [4], and
subsequently by Rissanen [20]. For a more comprehensive overview, see [30, 31].

Previous applications of MML to the problem of mixture modelling [27, 26,
28, 29, 32, 1, 2] includes the multinomial, Gaussian, Poisson, von Mises circular,
and Student t distributions. In these applications, all variables in a component
are assumed to be uncorrelated with one another.

For the correlated multivariate problem, various methods have also been pro-
posed including AutoClass by Cheeseman et. al. [5], EMMIX (using AIC, BIC,
and one other approach) by McLachlan et. al. [18], MCLUST (using BIC [22] -
which is also the 1978 MDL [20]) by Fraley and Raftery [13] and MULTIMIX
by Jorgensen et. al. [14]. (Relatedly, see also [7].) Figueiredo and Jain [8] also
proposed a mixture modelling method for the same problem using an MML-like
criterion. In their method, non-informative Jeffreys priors were utilised for the
parameters estimated. A discussion of the appropriateness or otherwise of the
Jeffreys prior can be found in [31] and the references therein.

Beginning with an elaboration of the MML principle and its approximations
in Section 2, this paper proposes an MML mixture modelling method of corre-
lated multivariate Gaussian distributions, where the variables within a compo-
nent are assumed to be correlated with one another. This involves elaborations
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on point estimations for multinomial and multivariate Gaussian distributions
(Section 3) and the coding scheme for MML mixture modelling of multivariate
Gaussian distributions (Section 4). The proposed method is then applied to the
analysis of two real-world datasets, the well-known (Fisher) Iris dataset and a di-
abetes dataset. The modelling results are compared with those obtained using
two other commonly used criteria, BIC [22] (which is also the 1978 MDL [20])
and AIC (see Section 5), in terms of their probability bit-costings (see [25] and
references therein). Comparisons in terms of the resulting number of components
and the structure of the resulting components are also provided.

2 MML Principle and Its Approximations

The Minimum Message Length (MML) principle is an invariant Bayesian point
estimation and model selection technique based on information theory. The basic
idea of MML is to find a model that minimises the total length of a two-part
message encoding the model, and the data in light of that model [27, 33, 30, 31].

Letting D be the data and H be a model with a prior probability distribution
P (H), using Bayes’s theorem, the point estimation and model selection prob-
lems can be regarded simultaneously as a problem of maximising the posterior
probability P (H) ·P (D|H). From the information-theoretic point of view, where
an event with probability p is encoded by a message of length l = − log2 p bits,
the problem is then equivalent to minimising

MessLen = − log2(P (H))− log2(P (D|H)) (1)

where the first term is the message length of the model and the second term is
the message length of the data in light of the model.

In dealing with the mixture modelling problem of multivariate Gaussian dis-
tributions, it is required to perform parameter estimations of the multi-state and
the multivariate Gaussian distributions. The parameter estimation of the multi-
state distribution can be performed using the MML approximation proposed
by Wallace and Freeman (1987) [33]. However, for the correlated multivariate
Gaussian distribution, some mathematical challenges arise when using the 1987
MML approximation [33]. As an alternative more tractable approach, Dowe’s
recent MMLD approximation [16, 11, 10] is applied. These two approximations
differ in the way they determine the optimal coding region of the possible models
for a given dataset.

Given data x and parameters θ, let h(θ) be the prior probability distribution
on θ, f(x|θ) the likelihood, L = − log f(x|θ) the negative log-likelihood and

F (θ) = det
{
E
( ∂2L

∂θ∂θ′
)}

, (2)

the Fisher information - i.e., the determinant of the matrix of expected second
derivatives of the negative log-likelihood. Using (1), and expanding the negative
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log-likelihood, L, as far as the second term of the Taylor series about θ, the
message length for the 1987 MML approximation is then given by [33, 32, 30]:

MessLen = − log
( h(θ)√

κD
DF (θ)

)
+L+

D

2
= − log

(h(θ)f(x|θ)√
F (θ)

)
+

D

2
(1 + log κD)

(3)
where D is the dimension of the dataset and κD is a D-dimensional lattice
constant [33] with κ1 = 1/12 and κD ≤ 1/12. The MML estimate of θ can be
obtained by minimising (3).

In Dowe’s MMLD approximation, on the other hand, the optimal coding
region, R, is determined by specifying the total two-part message length as
follows [16, 11, 10]:

MessLen = − log
∫

R

h(θ′)dθ′ − 1∫
R
h(θ′)dθ′

∫

R

h(θ′) log f(x|θ′)dθ′ (4)

Minimising (4) with respect to θ results in the following expression:

− log f(x|θ′)
∣∣∣
∂R

= − 1∫
R
h(θ′)dθ′

∫

R

h(θ′) log f(x|θ′)dθ′ + 1 (5)

where the first term on the right hand side of the equation above represents the
second part of the message length. The expression above is known as the MMLD
boundary rule - which means that the negative log-likelihood at the boundary,
∂R, of the optimal coding region is equal to the expected negative log-likelihood
(with respect to the prior) throughout the region, R, plus one. However, using
this approximation, it can be difficult to find the exact optimal coding region, R.
Therefore, it is necessary to apply the approximation numerically.

The MMLD message length has been numerically approximated in [11], where
the use of the importance sampling distribution was proposed. The importance
sampling distribution is useful when we know the most likely area from where the
possible models will be derived. With the posterior probability as the importance
sampling distribution and applying Monte Carlo integration, the MMLD message
length expression (4) can be numerically approximated as follows [11]:

MessLen = − log
(∑

θ∈Q f(x|θ)−1

∑
θ∈S f(x|θ)−1

)
−
(∑

θ∈Q f(x|θ)−1 log f(x|θ)∑
θ∈Q f(x|θ)−1

)
(6)

where S is the parameter space for the sampling distribution and Q is a subset
of the optimal coding region, R.

Considering that the Gaussian is a continuous distribution, a finite coding
for the message can be obtained by acknowledging that all recorded continuous
data and measurements must only be stated to a finite precision, ε. In this
way, a constant of N log(1/ε) is added to the message length expression above,
where N is the number of data [32, p74] [2, Sec. 2] [28, p38].
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3 Parameter Estimation by Minimum Message Length

As mentioned earlier, for a mixture modelling problem involving multivariate
Gaussian distributions, we need to perform parameter estimations of the multi-
state distribution for the relative abundances of each component and the multi-
variate Gaussian distribution for the distribution parameters of each component.
Unlike most previous MML mixture modelling works, it is assumed here that
the data in each component are required to be normally distributed but that
also the variables within each component can be correlated with one another.

3.1 Multi-state Distribution

For a multi-state distribution with M states (and sample size, N), the likelihood
of the distribution is given by:

f(n1, n2, · · · , nM |p1, p2, · · · , pM ) = pn1
1 pn2

2 · · · pnM

M ,

where p1 + p2 + · · ·+ pM = 1, for all m: pm ≥ 0 and n1 + n2 + · · ·+ nM = N .
The distribution parameters are estimated using the 1987 MML approxima-

tion [33]. It follows from (2) that F (p1, p2, · · · , pM ) = N (M−1)/p1p2 · · · pM .
The derivation is also shown elsewhere for M = 2 [32, p75].

Assuming a uniform prior of h(p) = (M − 1)! over the (M − 1)-dimensional
region of hyper-volume 1/(M − 1)!, and minimising (3), the MML estimate p̂m

is obtained by [25, sec. 4.2]:

p̂m = (nm + 1/2)/(N + M/2) (7)

Substituting (7) into (3) provides the following two-part message length [27,
p187 (4)] [27, p194 (28)] [32, p75 (6)] [1, p291 (5)]:

− log(M − 1)! + ((M − 1)/2)(log(NκM−1) + 1)−
∑M

m=1
(nm + 1/2) log p̂m (8)

3.2 Multivariate Gaussian Distribution

The multivariate Gaussian distribution has a likelihood function:

f(x|μ,Σ) =
1

(2π)
n
2 |Σ| 12

e−
1
2 (x−μ)TΣ−1(x−μ)

where μ is the vector of means, Σ is the covariance matrix of the distribution
(allowing correlations), and n is the number of variables in the dataset.

As explained in Section 2, the parameter estimation for this distribution is
to be performed using the MMLD approximation. The parameter estimation in
this approximation is conducted numerically using the following algorithm:

1. Sample a number of models from the importance sampling distribution.
2. Sort the models according to their likelihood values in decreasing order.
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3. Apply the MMLD boundary rule (5) and select models that lie in the region.
4. Find the estimates using the Minimum Expected Kullback-Leibler (minEKL)

distance method (weighted by the posterior [6], instead [11, 10] of the prior).

In the first step, the posterior probability is chosen as the importance sam-
pling distribution. For this purpose, two prior probabilities on both parameters,
μ and Σ, are required. Here, an improper uniform prior on μ over the [−∞,∞] n-
dimensional real space (3n) and an improper conjugate prior, |Σ|(−n+1

2 ), on Σ
are considered [21, Sec. 5.2.3]. Both priors are the limiting form of the conjugate
normal-inverted Wishart prior [21, Chapter 5]. We notice here that it is impos-
sible to normalise both priors. However, as shown in (6), our numerical message
length calculation only involves the priors via the posterior - which is proper.
Therefore, it at least appears that we do not need to explicitly normalise the
(possibly improper) priors. With these priors, the posterior probability becomes:

μ|Σ,X ∼ N(x̄, N−1Σ) (9)
Σ|X ∼W−1(N − 1, (NS)−1) (10)

where N is the number of data and S is the data covariance matrix. Utilising
the Gibbs sampling method, the possible models are sampled from (9) and (10).

Once the models are sampled, they are sorted according to their likelihood
values in decreasing order, starting with the model at the Maximum Likelihood
solution. We then apply the MMLD boundary rule (5) and select the models
that lie inside the optimal coding region. Referring to equation (6), the following
algorithm is utilised in simultaneously selecting models lying in the coding region
and calculating the first and second parts of the resulting message length. This
algorithm is a variation of that proposed in [11].

BEGIN ALGORITHM
//Setting the first model (ML model) into the selected models
Allocate first model into selected models;
//Setting each expression involves in the message length
Set FIRSTPARTNUMERATOR = 1.0;
Set SECONDPARTNUMERATOR = minusLogLikelihood of first model;
Set SECONDPARTDENOMINATOR = 1.0;
//Calculating the second part of the message length
Set SECONDPART = SECONDPARTNUMERATOR/SECONDPARTDENOMINATOR;
Move to next model;
While(not reaching the end of the sorted models) {
//Applying the MMLD boundary rule for the rest of the models
If(minusLogLikelihood of current model<=SECONDPART+1.0) {
//Setting the model into the selected models, if it is inside
Allocate current model into selected models;
Set likelihood = exp(minusLogLikelihood of current model -
minusLogLikelihood of first model);
//Updating each expression involves in the message length
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FIRSTPARTNUMERATOR += likelihood;
SECONDPARTNUMERATOR += minusLogLikelihood of current model *
likelihood;
SECONDPARTDENOMINATOR += likelihood;
//Calculating the second part of the message length
SECONDPART = SECONDPARTNUMERATOR/SECONDPARTDENOMINATOR;

}
Else -> Exit loop;
Move to next model;
}

//Calculating the denominator of the first part until
//the last model of the sorted models
Set FIRSTPARTDENOMINATOR = FIRSTPARTNUMERATOR;
While(not reaching the end of the sorted models) {
Set likelihood = exp(minusLogLikelihood of current model-
minusLogLikelihood of first model);

FIRSTPARTDENOMINATOR += likelihood;
Move to next model;
}
//Calculating the first part of the message length
FIRSTPART = -log(FIRSTPARTNUMERATOR/FIRSTPARTDENOMINATOR);

END ALGORITHM

From the selected models, estimates are derived using the Minimum Expected
Kullback-Leibler (minEKL) distance point estimation method, which is numer-
ically calculated by taking the maximum likelihood of the (posterior-weighted)
future samples, randomly sampled from the selected models [6]. This point esti-
mation method is statistically invariant under 1-1 re-parameterisation.

4 MML Mixture Modelling

In order to apply MML to a mixture modelling problem, a two-part message
conveying the mixture model needs to be constructed (in principle). Recall that
from Section 1, the encoding of the mixture model hypothesis comprises several
concatenated message fragments [27, 26, 28, 29, 32], stating in turn:

1a The number of components: Assuming that all numbers are considered as
equally likely up to some constant, (say, 100), this part can be encoded using
a uniform distribution over the range.

1b The relative abundances (or mixing proportions) of each component: Consid-
ering the relative abundances of an M -component mixture, this is the same
as the condition for an M -state multinomial distribution. The parameter es-
timation and the message length calculation of the multi-state distribution
have been elaborated upon in subsection 3.1.
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1c For each component, the distribution parameters of the component attribute.
In this case, each component is inferred as a multivariate correlated Gaussian
distribution as in subsection 3.2.

1d For each thing, the component to which the thing is estimated to belong.
(Part 1d is typically included and discussed in MML mixture modelling but
is often omitted in other mixture modelling literature.)

For part (1d), instead of the total assignment as originally proposed in [27],
partial assignment is used to approximate the improved cost. Further discussion
of this can be found in [26, Sec. 3] [28, Sec. 3.2] [29, Sec. 3.2] [32, pp. 77-78][2, Sec.
5]. Once the first part of the message is stated, the second part of the message
will encode the data in light of the model stated in the first part of the message.

5 Alternative Model Selection Criteria - AIC and BIC

In order to justify the proposed MML method, two criteria are considered for
comparison. These are the Akaike Information Criterion (AIC) and Schwarz’s
Bayesian Information Criterion (BIC).

AIC, first developed by Akaike [3], is given by:

AIC = −2L+ 2Np

where L is the logarithm of the likelihood at the maximum likelihood solution
for the investigated mixture model and Np is the number of parameters to be
estimated in the model. For the multivariate Gaussian mixture, Np is set equal
to k−1+k[n+n(n+1)/2] as explained by Sclove [23] (k−1 mixing proportions,
and n+n(n+1)/2 parameters for the n means and the matrix per component),
where k is the number of components and n is the number of variables in the
dataset. The model which results in the smallest AIC is the model selected.

The second criterion, BIC, first introduced by Schwarz [22] is given by:

BIC = −2L+ Np logN

where L is the logarithm of the likelihood at the maximum likelihood solution for
the investigated mixture model, Np is the number of independent parameters to
be estimated, and N is the number of data. For the multivariate Gaussian mix-
ture, Np is again equal to k−1+k[n+n(n+1)/2] (k−1 mixing proportions, and
n+n(n+1)/2 parameters per component), where k is the number of components
and n is the number of variables in the dataset. (The number of components is
not considered an independent parameter for the purposes of calculating the BIC
as explained by Fraley and Raftery [12].) (The BIC model selection criterion is
formally, not conceptually, the same as the 1978 Minimum Description Length
(MDL) criterion proposed by Rissanen [20].) The model which results in the
smallest BIC is selected as the best model.
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6 Experiments

6.1 Iris Dataset

The Iris dataset was first analysed in 1936 by Fisher [9]. It comprises 150 iris
plants belonging to three species, namely Iris Setosa (S), Iris Versicolour (Ve),
and Iris Virginica (Vi). Four variables measuring sepal and petal length and
width of the species are involved. Each group is represented by 50 plants. The
measurement accuracies, ε, in this dataset (see Sec. 2) were set to 1.0 for all
variables.

The analysis here is performed by dividing the original dataset into training
and test datasets with proportions of 135:15. We first find the model for the
training dataset and then fit the test dataset to the selected model. The latter
is performed by measuring the probability bit-costing, − log(P (x)), of each da-
tum x in the test dataset (see [25] and the references therein). This process was
repeated 20 times. The resulting averages (± the standard deviations) of the
probability bit-costings for the three criteria, MML, AIC and BIC, are 21.37 (±
5.8), 23.14 (± 10.1), and 21.83 (± 6.2) nits (1 nit = log2 e bits), respectively.
These results suggest that MML performs better than both AIC and BIC.

In a further analysis using the proposed MML method, MML grouped the
entire dataset into three components. Fig. 1 shows the original (Fisher) Iris
dataset and the resulting three-component MML mixture of the dataset, plotted
with the first two principal components as axes. Here, the relative abundances of
the resulting MML components were 0.333:0.339:0.328, which were almost the
same as those of the true model (0.333:0.333:0.333), and the MML fit appeared
pleasing. The entire dataset was also analysed using AIC and BIC. The mod-
elling using AIC resulted in a four-component mixture, whereas the modelling
using BIC resulted in a two-component mixture in which the highly overlapping
Versicolour and Virginica iris groups were modelled into one component. The
second best model for BIC was a three-component mixture. However, the rela-
tive abundances in this model were 0.333:0.436:0.231, which were substantially
different from those of the true model.

6.2 Diabetes Dataset

This diabetes dataset was first reported in 1979 by Reaven and Miller [19] and
comprises 145 samples with three variables measuring glucose area, insulin area
and the steady state plasma glucose response (SSPG). The modelling reported
in [19] was performed based on the groupings established using conventional
clinical criteria. In this conventional classification, diabetes was grouped into
three categories: Normal, Chemical and Overt. A subsequent analysis which
also resulted in a three-component mixture has been reported by Fraley and
Raftery [12]. In the latter analysis [12], BIC was used to select the number
of components. In the present application, we aimed to compare these earlier
results [19, 12] with the analysis obtained using the proposed MML method.
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(a) Original Iris Data (b) MML Model

Fig. 1. The original (Fisher) Iris dataset and the resulting three-component
MML mixture, plotted with the first two principal components as axes

The measurement accuracies, ε, in this modelling were set equal to 1.0 for all
three variables.

We applied the same analysis as in Sec. 6.1, where the proportions of the
training and test datasets are set equal to 130:15. The experiment was repeated
20 times. The averages (± the standard deviations) of the probability bit-costings
on this diabetes dataset for MML, AIC and BIC were 235.94 (± 8.9), 237.49 (±
12.4), and 236.54 (± 10.4) nits (1 nit = log2 e bits), respectively. Again, MML
performed better than AIC and BIC.

(a) AIC Model (b) BIC Model (c) MML Model

Fig. 2. Modelling using AIC, BIC and MML (plotted on 2 principal component
axes)
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Fig. 3. Modelling using the proposed MML method (the results are pair-
plotted)

We further analysed the original diabetes dataset using AIC, BIC and MML,
with the results (plotted with the first two principal components as axes) be-
ing shown in Fig. 2. The modelling using AIC (see Fig. 2(a)) resulted in five
components with two components dividing the Overt group, and one component
overlapping with the Chemical and Overt groups. The modelling using BIC re-
sulted in three components, which are the same as those reported in [12] and
shown in Fig. 2(b).

In the modelling using the proposed MML method, a four-component mixture
resulted: this is plotted against the first two principal components in Fig. 2(c)
and its 3C2 = 3 cross-sectional pair plots are shown in Fig. 3. The additional
component to the original classification appears to highly overlap with the Chem-
ical and Overt groups, and consists of members that originally belonged to both
groups. Although the results are different from the original classification, this
does not imply that the proposed method has modelled the dataset incorrectly.
As mentioned earlier, the original groupings used to justify the analysis in [19]
(and possibly also in [12]) were performed based on conventional clinical criteria.
Thus, no true model exists which can be used to justify which classification is
correct. Conversely, the results obtained here and the performance of the pro-
posed MML method compared to both AIC and BIC in terms of the probability
bit-costings might suggest an alternative diabetes classification by the addition
of a Chemical-Overt group.

7 Conclusion

In conclusion, we draw the attention of the reader to the following results:

1. The proposed method broadens the scope of problems handled by MML mix-
ture modelling, by now modelling correlated multivariate data. This provides
flexibility since most real-world datasets contain variables that are correlated
within each component in their mixture models.
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2. The proposed MML method performs better than two other modelling crite-
ria, AIC and BIC (or 1978 MDL), as shown in the analysis of the probability
bit-costings for both the (Fisher) Iris and diabetes datasets.
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Abstract. What exactly is it that gives one player a decisive advan-
tage over the other in an adversarial contest? We have played tens of
thousands of simulated chess games to compare how different kinds of
advantage contribute to overcoming an opponent. This has allowed us
to quantify the effects of search depth, material strength, and tempo on
game outcomes. The results indicate that tempo and material are both
advantageous, but that the degree of advantage is highly dependent on
skill level. Skill level, as reflected by search depth, leverages small in-
equalities in material or tempo. In addition, searching one move deeper
than an otherwise equally matched opponent equates to an advantage of
between 85%-98%.

1 Introduction

Chess is a game of perfect information often used to model conflicts and decision-
making strategies. The playing of chess involves looking ahead at hypothetical
move progressions, and assessing the values of positions that arise from these.
Strong players are able to look many moves ahead, and take into account a great
number of positional nuances. We have set out to quantify the extent to which
various factors contribute to chess-playing strength, and to examine the rela-
tionship between these factors.

The factors of initial interest to us were material, search depth, and tempo.
Material asymmetries were created by removing pieces from one of the players,
while search depth was explored by allowing a player to search one ply deeper
than their opponent. Tempo advantages took the form of extra moves, executed
at predefined intervals. Our strategy was to play agents with various strengths
and weaknesses off against each other. This approach has several advantages.
The trials can be repeated many times under controlled conditions. Further,
by making the agents non-deterministic, statistically rigorous evaluation and
quantification is possible.

Previous studies have examined the effects of tempo and material changes on
human chess performance [8]. These studies indicate that material and tempo

T.D. Gedeon and L.C.C. Fung (Eds.): AI 2003, LNAI 2903, pp. 501–510, 2003.
c© Springer-Verlag Berlin Heidelberg 2003
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gains are highly advantageous, but tempered by the level of uncertainty. Uncer-
tainty was modelled by hiding an opponent’s last one or two moves. In addition,
material advantages were degraded to a far greater extent by uncertainty than
were tempo advantages. While innovative, these human studies are limited in the
number of games that can be evaluated, variable performance, and side-effects
of learning from repeated trials. We were therefore inspired to examine these is-
sues in greater detail, using six different tempo conditions, four levels of material
advantage, and seven levels of search depth.

This paper outlines the manner in which search depth, material, and tempo
advantages were implemented in section 2. Section 3 examines the outcomes of
games played with these various advantages, and section 4 discusses the impli-
cations of the results. The work is summarized in section 5.

2 Methods

Agents were played against each other, using a straightforward minimax algo-
rithm with a lookahead range from 0 to a maximum of 7 ply. The 0 ply lookahead
uses no search at all, and simply plays random legal moves. The evaluation func-
tion examines material only, using a standard set of weightings [9]. A queen is
valued at nine units, a rook at five, bishops and knights at three. Pawns are
worth one unit. A board position is scored by subtracting the summed value
of the adversary’s pieces from the summed value of the player’s pieces. The
evaluation function also detects checkmate.

A draw results if the game exceeds 500 moves, or if one of the players is in
a stalemate position. Draws by three-fold repetition were ignored. Such draws
typically go on to exceed the move limit by n-fold repetition, and can so be
classified using our simpler heuristic. The move limit was chosen because pre-
liminary trials indicated that less than 1% of games were won or lost in more
than 500 moves. Here, ’move’ is defined as a single turn by one player.

All agents were non-deterministic in their move selection. This enabled us
to examine conditions over thousands of games, and so produce valid statisti-
cal inferences. Random moves were picked by generating and scoring all legal
moves. Moves were sorted best-first, and one of the top-scoring moves was cho-
sen randomly. A linear congruential algorithm [7] was used to generate random
numbers, seeded from the system clock at the start of each set of trials.

Games were scored according to the rules of the International Chess Feder-
ation. A player scores one point for a win, half a point for a draw, and nothing
for a loss [4]. To neutralize the first move advantage that white traditionally has
(approximately 4%, [10]), black and white alternate in opening games.

The statistical analysis was conducted as follows. Variance was calculated
according to the binomial theorem. var = (p ∗ q)/n. Here, p is the probability of
white winning, q is the probability of white losing (1− p), and n represents the
number of games played. p is calculated using a modification of the maximum
likelihood estimate, where p = wins + (0.5 ∗ draws)/n.
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Table 1. The effect of search depth on win-loss ratios. n denotes the number
of games played for each trial condition

Standard Average
Trial Score Deviation Game Length n

1 versus 0 95.48% 0.66% 103 1000
2 versus 1 97.50% 0.49% 72 1000
3 versus 2 98.00% 0.45% 90 1000
4 versus 3 94.70% 0.45% 130 2425
5 versus 4 94.42% 0.73% 172 976
6 versus 5 91.12% 0.97% 205 861
7 versus 6 85.93% 1.85% 313 373

3 Results

3.1 The Effect of Search Depth on Game Outcomes

For these experiments agents with depth ply lookahead were matched against
agents using depth− 1 ply lookahead. The results are summarized in the table
below. Scores are expressed as the percentage of games won by the player with
the greater lookahead depth. It is clear that, for fixed depth searches, an extra ply
of lookahead represents a consistent and overwhelming advantage (85%-98%).

It is interesting that the number of moves required to win games increases
with search depth. Average game length is perhaps a more sensitive measure
of dominance than the simple win or loss outcomes. If we assume that stronger
agents can overcome their opponents in fewer moves, the advantage of an extra
search ply appears diminished at higher search levels. Agents of search depth
seven took nearly twice as long as agents of search depth five to overcome their
depth - 1 opponents. This effect is borne out by the win-loss ratios, which seem
to decrease slightly towards the higher ply levels.

The results suggest the effect of an extra ply may be ’diluted’ at greater search
depths. For example, at one-ply, an extra ply represents a 100% improvement
in lookahead relative to your opponent. At five-ply, an extra ply represents only
a 20% improvement in lookahead.

3.2 The Effect of Tempo on Game Outcomes

Tempo was simulated by granting white an extra move at predefined intervals.
Six conditions were examined, in which an extra move was given each 1, 5, 10,
25, 50 or 100 moves. In the second condition, for example, the agent is able to
move again immediately after making its 5th, 10th, 15th. . . and so forth, moves.
Players and their opponents were always matched on search depth, which ranged
from 0 to 6 ply across the various trials.

The lookahead algorithm was adapted to anticipate extra moves, for both
players. Figure 1 shows how this was implemented. It was also necessary to
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Fig. 1. Hypothetical search tree evaluating the best move for white when an
extra move is due. At two-ply, white examines it’s two consecutive moves, and
black’s counter move. Conversely, black examines it’s move and white’s two
consecutive replies. The search tree thus defines and scores all possible paths
involving extra moves

modify the rules of chess to accomodate the extra moves. If either king was
captured as a result of a two move sequence, this was deemed checkmate for
the player making the capture. Figure 2 shows the results of various tempo
advantages to white. Players with deeper search depths exploit extra moves
to a greater extent. The relationship between search depth and the advantage
gained from tempo is not a straightforward one, and appears to be non-linear in
nature.

3.3 The Effect of Material on Game Outcomes

Material advantage was tested by removing either black’s pawn, knight, bishop,
rook, or queen. The removed piece always came from the queen side of the board.
The pawn was removed from square b7. The effects of losing a piece on win-loss
ratios are shown for various lookahead levels in figure 3. Again, players and their
opponents were matched on search depth. The results bear out the traditional
ranking of the pieces, and are in line with the relative values accorded to the
pieces by human judgement. White’s queen advantage has a greater effect than
the rook advantage, while the rook advantage is more important than that of
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Fig. 2. The effect of extra moves on win-loss ratios for white at various search
depths. Each data point represents the mean of between 100-1000 games. Error
bars represent the standard deviation

the knight, bishop and pawn. This was true across all skill levels. The chart
further shows that a material advantage is never absolute, and depends on the
skill level of the match. As with tempo, players of greater skill exploit material
to a greater extent. Once again, the relationship between search depth and the
amount of advantage gleaned from a material imbalance is discrete.

4 Discussion

4.1 Search Depth

The advantage of looking an extra move ahead of your opponent ranged from
85% to 98%. Others have reported a 70%-80% advantage for an extra level of
search depth in chess [5, 6, 11]. The discrepancy with the current result is likely
to be attributable to the evaluation function. A strong evaluation function can
compensate for a lack of search depth, by accurately predicting the future value of
board positions at the search limit. Our evaluation function is far simpler than
most others. With such an unsophisticated evaluation function, search depth
assumes a greater importance in determining the outcome of a game. These
considerations suggest agents with sophisticated evaluation functions are better
able to compensate for the handicap of a lower search depth than those with
simple evaluation functions.
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Fig. 3. The effect of extra material on win-loss ratios for white at various search
depths. Each data point represents the mean of between 100-1000 games. Error
bars represent the standard deviation

Our agents furthermore use a fixed-depth search strategy. This introduces
the well-known ’horizon effect’ [2], where the consequences of bad moves cannot
be seen when these lie beyond the search depth limit. In the lookahead trials,
the depth−1 ply agents are likely to suffer from the horizon effect far more than
their depth ply counterparts. Strong chess programs use a variable-depth search
strategy to offset the shortcomings of a fixed-ply search strategy.

There is a linear relationship between the proportion of wins and Elo score
differences separating human chess players [3, 10]. Each percentage gain in excess
of a 50% win-ratio represents an approximate 8.6 Elo point advantage over an
opponent. Using this simplified formula to calculate the relative Elo differences
between our agents [10], we estimate that each ply adds approximately 299-412
Elo rating points to an agent. Others have estimated that agents gain between
100-250 Elo points when their search depth is increased by a single ply [5, 11].
These differences simply reflect the greater effect of search depth on win-ratios
which we have found.

4.2 Tempo

Extra moves deliver a powerful advantage in chess. Our observations of played
games indicated that double moves are often used to capture pieces, or indeed
the king. The defending player either cannot defend all exposed pieces, or is
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vulnerable to a ’hit and run’. Chess assumes pieces can be protected against
capture, normally by recapture of the attacker. With double moves, a defended
piece can be captured for free, since the second move provides an escape for the
aggressor.

Interestingly, extra moves were a strong advantage even to players with no
goal. Agents playing random legal moves won in the order of 76% of games when
allowed to move twice as often as their opponents. At higher search depths play-
ers with extra moves won a large percentage of games. Even with an advantage
as small as one extra move per hundred, players still eked out a 60%-64% ad-
vantage. Considering most of these games are only 120 or so moves in length,
this represents only one extra move in the entire game.

Tempo was more advantageous than material, in the sense that it was ex-
ploited better by players with low skill levels.

4.3 Material

Figure 3 shows that the absolute advantage of a material imbalance is highly
dependent on skill level. This bears out the intuitive notion that pieces have
more power in the hands of skilful players, as expressed in the maxim:

“A weapon is only as strong as the hand that wields it.”

Below a particular skill level, material has only the smallest of effects. This is
particularly obvious in the random player, where even a queen advantage yields
only a 52.14% proportion of wins. Removing both black rooks and the queen
extends this proportion to only 54.5% (data not shown). This contrasts with
extra moves, which produce robust advantages. An extra move each single turn,
or each five turns, yield 76% and 59% advantages, respectively (Figure 2). At
the lower skill levels (0-1 ply), the maximum obtainable advantage is therefore
much higher for tempo than it is for material.

According to the commonly held values for chess pieces, a knight or bishop
should give three times as much advantage as a pawn, and a queen three times as
much value as a knight. Our results partially support these notions. At six-ply,
for example, a pawn gives a 7.7% advantage over the expected 50% outcome
for evenly matched players. If we normalize this advantage to one point, then
our results indicate a knight is worth 3.0 points, a bishop 3.7, a rook 4.9, and
a queen 6.3 points. This compares to the actual values of 3, 3, 5, and 9. The
estimate of the value of the queen is almost certainly an underestimate. The
trials with black’s queen removed produced a 98% winning advantage to white,
and are limited by a ’ceiling effect’.

While the program therefore produced an approximation of the values com-
monly accorded to the pieces, it must be kept in mind that these values were
derived by skilled human players, and are perhaps most applicable in that con-
text. Our simple agents may underestimate the true power of the various chess
pieces. Trials using temporal difference learning have shown that the ’correct’
values of the chess pieces can vary widely. The values for a knight range from
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2.2-2.9, the bishop from 2.9-3.4, those of the rook from 4.0-5.0, and the queen
from 7.5-9.75 [1].

It would be interesting to recalculate our piece values with an 8-12 ply looka-
head and a more sophisticated evaluation function.

It is apparent from figure 3 that even-ply searches perform better than odd-
ply searches. This is particularly obvious when one agent has either a rook or
queen advantage, and is an indirect consequence of the horizon effect. Even
ply searches always examine an opponent’s move at their search limit, odd ply
searches examine their own moves last. Even ply searches therefore tend towards
conservative play, and do not leave pieces where these can be captured. Odd ply
searches play aggressively, and will often capture an opponent’s piece if negative
consequences are, or can be pushed, over their search horizon.

We examined odd-ply games where white lost, despite a rook or queen ad-
vantage, in detail. Typically, white’s queen or rook was placed in an attacking
position. White’s lookahead then played a hypothetical ’optimal’ move sequence
where the queen captures a significant black piece as it’s last move. This move
sequence was invariably bad, due to the impending recapture of the queen. Some-
times the move sequence involved the loss of minor pieces for white, which was
offset by the anticipated final move capture. It was such lines of play that led to
the loss of material, and ultimately, the game. This artifact of the fixed-depth
search causes the oscillations between odd and even ply lookahead trials.

4.4 Exchange Rate of Different Advantages

Having quantified various advantages, we can now say something about the
’equivalence point’, at which one type of advantage can match, or neutralize,
another. For example, at six-ply, a queen advantage, an extra level of looka-
head, and one extra move every twenty five all produce identical advantages
(95%-100%). Put another way, 9 units of material ≈ 1 search depth level ≈
26:25 move ratio. It may be more informative to examine what produces a half-
maximal advantage. Since a 50% win ratio indicates no side has an advantage,
and a maximal advantage produces 100% wins, the half-maximal advantage point
is defined as a win rate of 75%. This avoids the problems of diminishing returns
and ceiling effects associated with near-maximal advantages. At six-ply, a knight
or bishop advantage, or an extra move every fifty, create a 73%-78% advantage.
That is, 3 units of material ≈ 51:50 move ratio.

Figure 4 attempts to generalize this concept for material and tempo. It plots
the move ratio that produces an equivalent advantage to any given material
advantage.

5 Conclusions and Future Work

We have shown that an imbalance in material, tempo, or search depth leads to
improved win-ratios in chess. The extent of a material or tempo advantage is
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Fig. 4. Equivalence relation between material and tempo. The x-axis shows
material gain, using the standard chess values of the pieces. The y-axis shows
the move-ratio that produces an advantage identical to a given material gain.
Games were all played at a search depth of six-ply

greatly enhanced by search depth, in a non-linear manner. In addition, the max-
imum advantage gained from tempo is greater than that gained from material,
but only at the lower skill levels. Finally, search depth is a strong determinant
of game outcomes, in that agents that search a single ply deeper than their
opponents win 85%-98% of their games.

It will be important in future work to determine whether quantitatively sim-
ilar advantages are truly equivalent. For example, is an agent with a tempo
advantage that yields a 75% win rate evenly matched against an agent with
a material advantage that also produces a 75% win rate? We intend to verify the
equivalence of material, tempo, and search depth advantages by playing agents
with quantitatively identical but qualitatively distinct advantages off against
each other.
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Abstract. Online training is a promising technique for training rein-
forcement learning agents to play strategy board games over the internet
against human opponents. But the limited training experience that can
be generated by playing against real humans online means that learning
must be data-efficient. Data-efficiency has been achieved in other do-
mains by augmenting reinforcement learning with a model: model-based
reinforcement learning. In this paper the Minimax-MBTD algorithm is
presented, which extends model-based reinforcement learning to deter-
ministic alternating Markov games, a generalisation of two-player zero-
sum strategy board games like chess and Go. By using a minimax mea-
sure of optimality the strategy learnt generalises to arbitrary opponents,
unlike approaches that explicitly model specific opponents. Minimax-
MBTD is applied to Tic-Tac-Toe and found to converge faster than di-
rect reinforcement learning, but focussing planning on successors to the
current state resulted in slower convergence than unfocussed random
planning.

Keywords: Game playing, machine learning, planning, reinforcement
learning, search.

1 Introduction

The field of reinforcement learning contains a broad group of methods for find-
ing an optimal policy based on trial-and-error interaction with the problem
domain [21]. Two classes of methods are the direct (model-free) and indirect
(model-based) methods. Model-free reinforcement learning samples the prob-
lem domain directly but does not attempt to store the experience in a model.
Model-based reinforcement learning, introduced by Sutton with the Dyna frame-
work [17, 19, 20], saves the experience in a model, which it uses as another source
of input into the underlying learning mechanism. The extra processing of mod-
elled state transitions - called planning - accelerates convergence per interaction
with the problem domain, and is particularly beneficial for systems where the
cost of interacting with the environment is high relative to the computational

T.D. Gedeon and L.C.C. Fung (Eds.): AI 2003, LNAI 2903, pp. 520–531, 2003.
c© Springer-Verlag Berlin Heidelberg 2003
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expense. In this paper, model-based reinforcement learning is extended to de-
terministic alternating Markov games, a generalisation of two-player zero-sum
strategy board games like chess and Go.

Efficiency in reinforcement learning can be measured by the number of ob-
servations made from the environment (data-efficiency), or by the number of
applications of the learning rule (computational-efficiency). In direct reinforce-
ment learning, these measures reflect each other, but for model-based approaches
they can be very different. In systems that can be modelled well, data-efficiency
can be high as the number of observations required by the system is small. The
computational efficiency though, will be equivalent to that of a direct reinforce-
ment learning approach, since the computational requirements of the problem
have not decreased - in fact model-based systems may apply the learning rule
less optimally than direct approaches and can be less computationally efficient.

Strategy board games are a prime candidate for model-based methods be-
cause a model does not have to be learnt - the state transitions can be inferred
from the game rules, and opponent’s moves can selected by application of the
minimax heuristic. Previously, data-efficiency has not been an issue when learn-
ing strategy board games, as the typical training method, self-play, generates
training examples very cheaply. Self-play is an attractive method of training since
it requires almost no domain specific knowledge, and because it has achieved
spectacular success in the domain of backgammon [22, 4]. However, further re-
search has shown that the nature of backgammon itself facilitates the use of
self-play [14], and that the method performs poorly for deterministic games like
chess [2].

A promising alternative to self-play, is to register the program on an Internet
game server and train against real humans. This online training method has
produced a strong chess player, KnightCap [2], (and also solves the problem of
domain knowledge representation - by embodiment in human form). Interest-
ingly, incremental training was achieved naturally, since as the program’s rating
improved it attracted higher caliber opponents.

Training against real opponents is more costly than training against simu-
lated opponents however, and data-efficiency is a necessity. Whereas the back-
gammon programs could afford to learn from hundreds of thousands of train-
ing matches, and sometimes even millions, KnightCap had to make equivalent
progress over only a few hundred matches. KnightCap was able to reduce con-
vergence time by employing a knowledge intensive approach, particularly by
initialising it’s linear evaluation function approximator with good weight values.
Finding a set of good initial weights is less likely to be the case for non-linear ap-
proximators, such as multi-layer perceptrons. Model-based techniques are a more
general way of achieving data-efficiency.

The remainder of this paper is organised as follows. Section 2 reviews model-
free methods for learning strategy board games, and ends with comments about
their suitability as methods for doing planning backups in model-based ap-
proaches. Section 3 discusses some issues that arise when extending model-
based methods to strategy board games, and presents a new algorithm Minimax-
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MBTD. Section 4 describes some experiments where Minimax-MBTD was ap-
plied to Tic-Tac-Toe. The paper ends with some conclusions and ideas for further
research.

2 Model-Free Reinforcement Learning
for Strategy Board Games

The planning component of model-based reinforcement learning selects target
states from the model, which are then backed up. A backup is an application of
the underlying learning rule to a target state. Model-free methods are, in a sense,
the trivial case for model-based methods when the number of planning backups
is zero. This section presents two model-free algorithms that have been used
to learn strategy board games, then discusses their suitability as methods for
doing planning backups in model-based approaches. The first, TD(0), is based
on the framework of Markov decision processes and has become very popular.
The second and lesser known, Minimax-TD, is grounded in the framework of
alternating Markov games.

Markov Decision Processes: A Markov Decision Process (MDP) [7] consists
of a decision making agent operating within an environment. More precisely, it
is a finite discrete set of states, S, and controls, A, a state transition function, P ,
and a reward function, R. At time t, the agent finds itself in state st ∈ S, it
chooses control at ∈ A and moves to state st+1 with probability Pat

stst+1
, and is

given some “reward” Rat
stst+1

. It is the agent’s task to maximise the amount of
reward it receives, that is, to find an optimal policy mapping states to controls
that maximises the expected sum of discounted reward, E(

∑∞
t=0 γ

tRat
stst+1

). The
discount factor, γ ∈ [0, 1), ensures that the sum is bounded and also makes the
agent prefer to be rewarded sooner rather than later.

The optimal value function, V ∗, gives the total expected discounted reward
for each state when following the optimal policy. It satisfies the following Bellman
equation

V ∗(s) = max
a

∑
s′
Pa

s,s′ [Ra
s,s′ + γV ∗(s′)] (1)

which expresses a recursive relation between the optimal value of a state and
it’s successors. Once V ∗ is known, the optimal policy is found by choosing the
control, a, that satisfies (1) given the state, s.

Temporal Difference Learning: A widely used algorithm for finding the
optimal value function is TD(0), the method of temporal differences [18]. The
agent maintains a table, V̂ , that stores an estimate of V ∗, the optimal value
function. It samples the state space according to the estimate of the optimal
policy derived from V̂ , and at each time step, t, the algorithm shifts the estimate
of the value function for the current state, V̂ (st), to be more consistent with the
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sum of the immediate reward, rt, and the discounted estimate of the value of
the next state, V̂ (st+1), as expressed in the following temporal difference rule

V̂ (st)← V̂ (st) + α(rt + γV̂ (st+1)− V̂ (st)) (2)

where α ∈ [0, 1] is a learning rate. It can be shown that the TD(0) algorithm
converges to an optimal policy given that all states are visited infinitely often [18].
In order to ensure that all states are adequately explored, at every time step
a control is chosen uniformly at random with some small probability, ε, the
exploration threshold.

The method can be applied to sequential games by treating the opponent
as part of the environment, or more precisely, as part of the state transition
function P . For each training match played, the sequence of positions for the
learning player is observed, s1, s2, . . . , sN , where si is the position of the game
immediately after the learning agent has made their ith move, and N is the total
number moves that they played during the match. Starting with s1, the temporal
difference rule (2) is applied to each state in turn, with the exception of sN , when
V̂ (st+1) is replaced with zero. The reward function is usually determined by the
win-loss relation, for example, the following reward function is commonly used
for many games

rt =

⎧⎨
⎩

1 st wins
−1 st looses

0 otherwise.

For some games, such as those that involve capturing territory, like Go and
Othello, a more expressive reward can be given at the conclusion of the match
based on the size of the territory captured or the piece difference between the
players.

Alternating Markov Games: The domain of alternating Markov games [10],
sometimes called sequential games, generalises MDPs to capture the essence of
strategy board games like chess, Go and backgammon.

The domain has a discrete, finite set of states, S, and two opponents, agent 1
and agent 2, which in each turn of the game alternately choose controls from
their respective control sets, A1,A2. The sequence of events in one complete
turn is shown by . . . s u∈A1→ x

v∈A2→ s′. . . , a portion of a trajectory through
a hypothetical match. For any turn, the probability that it ends in state s′ given
the initial state s, and the control choices u and v, is Pu,v

s,s′ =
∑

x Pu
s,xPv

x,s′

where Pu
s,x and Pv

x,s′ are the transitional probabilities for the state transitions
occurring during the turn. Let the corresponding reward for each turn be Ru,v

s,s′ ,
which one agent attempts to maximise and the other agent attempts to minimise,
resulting in diametrically opposed goals for the two agents.

Like Markov Decision Processes, the agent’s aim is maximise (minimise) the
expected sum of discounted reward, E(

∑∞
t=0 γ

tRut,vt
stst+1

). But this time there is
a complication, since the accrued reward depends not only on the agent’s choice
of controls, but the opponent’s strategy too. Which opponent strategy should be
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used to determine the accumulated reward? Typically, the resolution is to use
the opponent that makes the agent’s policy look the worst. This choice leads
to a conservative measure of optimality, where strategies that consistently draw
are preferred to strategies that give big wins but give big losses too. Using this
“minimax” definition of optimality, the Bellman equation for alternating Markov
games is given by

V ∗(s) = max
u

min
v

∑
s′
Pu,v

s,s′ [Ru,v
s,s′ + γV ∗(s′)]

assuming agent 1 is the maximiser (if agent 1 is the minimiser then negate the
reward function R). For deterministic games there is only one successor for every
state, so (3) can be simplified by removing the summation, as follows

V ∗(s) = max
u

min
v

[Ru,v
s,s′ + γV ∗(s′)]. (3)

A review of solution methods for alternating Markov games can be found
in [10, 3].

Minimax Temporal Difference Learning: I now present Minimax-TD, an
algorithm for solving deterministic alternating Markov games. Like the TD(0)
algorithm, the agent maintains a table, V̂ , that stores an estimate of the optimal
value function, and is used to generate it’s policy. For simplicity, in this work the
policy will be generated by greedily selecting the successor position with the best
estimated value1, but there is nothing to prevent the use of game searches over
V̂ . The value function estimate is improved over a series of training matches as
follows. Let st be the board position directly after the agent has made their tth
move. At each turn in the game, t, the agent applies the consistency relation (3)
to V̂ (st), using the following backup rule

V̂ (st)← V̂ (st) + α(rt + γ max
u

min
v

V̂ (T (st, u, v))− V̂ (st)), (4)

where T (s, u, v) is the transition function that gives the position succeeding s
when the opponent selects control v then the agent chooses control u, with the
proviso that u can be a null move if the opponent’s move v has ended the
match. The assumption that the game is deterministic is required to ensure
that T returns a unique move. Minimax-TD has been applied to Othello [23],
and generalised for Markov Games with simultaneous turns [9, 6].

Comparison of TD(0) and Minimax-TD: This section presented two
model-free algorithms that have been used to learn strategy board games. The
first, TD(0), forms strategies that are predictive and exploit weaknesses in the
opponent’s play, but the flip side is that they are biased by the training partner
and may not generalise well to arbitrary opponents.
1 Technically, I use ε-greedy policies, which ensure that positions estimated to be

sub-optimal, perhaps incorrectly, are also occasionally visited.
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The second, Minimax-TD, is based on a formalisation of strategy board
games called alternating Markov games. It uses a minimax measure of opti-
mality, resulting in conservative strategies that assume the opponent will make
optimal moves irrespective of their actual behaviour. It’s advantage is that it
plays well against arbitrary opponents, therefore this rule will be used for the
planning backups of Minimax-MBTD.

3 Model-Based Reinforcement Learning
for Strategy Board Games

To extend model-based reinforcement learning to strategy board games, some
further issues must be considered. Model-based reinforcement learning relies on
a model of the environment to predict the state transitions. In strategy board
games, the state transitions depend on the behaviour of the opponent as well as
the rules of the game. The game rules are completely known to the agent, but
the behaviour of the opponent usually isn’t. So the first issue is: how should the
opponent to be modelled?

The planning component of model-based methods involves a selection pro-
cess, which chooses target states to be backed up. Careful choice of target states
can increase computational efficiency. The second issue is: which game positions
should be selected as backup targets?

The remainder of this section examines these two issues, and proposes an-
swers that will form the basis for a new algorithm Minimax-MBTD.

Modelling the Opponent: An opponent model can be acquired by model-
learning, that is, by observing the frequency of the opponent’s moves for each
state. For example, given a set of board positions, the opponent’s decision in each
position, and a feature decomposition of the game, a set of constraints can be
constructed over the co-efficient vector for the features, which can be solved using
linear programming techniques [5]. We do not pursue this approach because it
“overfits” to the training opponent - when playing against new opponent, the
model has to be re-learnt.

A more general approach would be to model the opponent as an optimal
player. Since the optimal strategy is not known it must be estimated, for exam-
ple by using the minimax heuristic [16]. If our evaluation function reflects the
true game theoretic values, then the heuristic actually gives opponent’s optimal
response. Of course, at the beginning of training, the evaluation function estimate
will be far from reflecting the true game theoretic values, leading to suboptimal
predictions for the opponent’s moves. As training continues and the evaluation
function improves, the predictions should improve. The current research focuses
on this approach.

Focussing Planning Backups: The simplest way to select target states for the
planning component would be to choose them at random. The Dyna framework
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is an example of this approach [17, 19, 20]. Unsurprisingly, random selection does
not make best use of the model, and better performance has been reported for
methods that employ more focussed approaches to selection, such as prioritized
sweeping [11], Queue-Dyna [13] and trajectory sampling [8].

The trajectory sampling method looks forward along the trajectory given by
the current estimate of the optimal policy, and selects the next k successor states.
These successor states then form the target states for planning, and are backed up
in reverse order, i.e. furthest away first. The heuristic behind this approach is that
attention is focused on states that are likely to be encountered in the near future.
The current research generalises the trajectory sampling method by focusing on
all the k successor states, covering future possibilities more broadly. This way
of selecting target states for the planning backups is inspired by suggestions in
Sutton and Barto’s book ([21], see Section 9.7).

The Minimax-MBTD Algorithm: I now give the Minimax-MBTD algo-
rithm (see Figure 1). For each position encountered during training, the algo-
rithm generates the tree of k successors to use as targets for planning (not
counting transpositions and the opponent’s positions), then backs them up us-
ing Minimax-TD. Within a layer, sibling successors are ordered by their evalu-
ation function estimate so that positions with higher estimated importance are
selected before positions with a lower estimate (see Figure 2). The order of back-
ups is from the leaves towards the root, which propagates the leaf values towards
the root. Note that when k = 0 the algorithm reduces to a model-free version of
the algorithm, which is Minimax-TD.

– Let s1, s2, . . . , sN be the N positions occurring during the match after each of
the agent’s moves. For t = 1, 2, . . . , N let rt be the reward corresponding to
position st.

– Let H(st) be the game tree rooted at st after all transpositions are removed,
and siblings are ordered s.t. if x and y are siblings and they are positions after
the agent has moved and V̂ (x) > V̂ (y), then x is to the left of y; else if x and y
are siblings and they positions after the opponent has moved and V̂ (x) < V̂ (y),
then x is to the left of y.

– Let sl
t be the lth node in H(st), where nodes are numbered in the same order

as visited by a breath-first search, the opponent’s positions are not counted,
and s0

t = st.
– For t = 1 to N do

Generate H(st) to depth(sk
t )

For l = k downto 0 do

V̂ (sl
t) ← V̂ (sl

t) + α(rt + γ maxu minv V̂ (T (sl
t, u, v)) − V̂ (sl

t))

Fig. 1. The Minimax-MBTD algorithm
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1 4 4

Fig. 2. A partial game tree generated by Minimax-MBTD when k = 5. The
target positions for planning are shown as filled black circles and the backups
are indicated by dashed arrows. The values next to the nodes are returned by
the value function estimate, that is, they have not been propagated up the tree
from the leaves like a minimax search would do

4 Experiments

In this section I apply Minimax-MBTD to Tic-Tac-Toe, also called noughts and
crosses. The aim is firstly to see if the model-based approach will converge faster
than direct reinforcement learning in a strategy board game domain, and sec-
ondly to see if there is an advantage to focussing the planning steps on successors
to the current state. In all experiments, the learning rate, α, was set at 0.2 and
annealed during training; the discount factor, γ, was set at 1 (no discounting);
the exploration threshold, ε, was set at 5%; and the table entries were initialised
to random values drawn uniformly from the interval [0.1,-0.1].

Generalisation techniques (such as neural networks) were not used because
Minimax-TD is an off-policy rule. On-policy rules sample the problem domain
according to the current estimation policy, whereas off-policy rules sample using
a different distribution. TD(0) is an on-policy rule, and is frequently combined
with neural networks when learning board games, but off-policy rules are not
guaranteed to converge when used with function approximation [15], in fact
simple problems exist for which they never converge [1]. Tic-Tac-Toe has 6045
unique legal positions which is easily small enough to store in memory, and to
explore without using a generalisation method, so using tables avoided compli-
cations arising from the combined use of function approximation and off-policy
backups.

Training and Evaluation: Training was by self-play, with the two opponents
alternating as the first player every match. Every 1,000 matches a set of 100
evaluation matches were played against two fixed strategy challengers, during
which learning was switched off, and no exploratory moves were made. After
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each evaluation set is played, a match equity score is computed as follows

equity(ei) =
wins(p, ei)− wins(c, ei)

total(ei)

where ei is the ith evaluation set, total(ei) is the total number of games played
during ei - always 100 in the current experiments, wins(x, ei) is the number of
wins counted during ei for player x ∈ {p, c}, and p and c are the learning player
and the challenger respectively.

Challengers: The first challenger is a semi-random player, who firstly tries to
complete a winning line, then secondly to block the opponent from winning on
the next turn; or if neither of these options are possible, it chooses a move from
all legal candidates uniformly at random. The semi-random challenger will cover
the state space broadly due to the randomness in its decision making.

The other challenger is an heuristic player, who selects from all the im-
mediate legal candidate moves, that which maximises the following max-lines
heuristic [12]. All of the eight groupings of three cells lying in a straight line are
examined, and the number of friendly singlets, Sf , and doublets, Df ; and enemy
singlets, Se, and doublets, De, are counted. A singlet contains one marker only,
a doublet contains two by the same player only. In addition, if a Tic-Tac-Toe is
found a flag is set. An evaluation for the board position, s, is computed as

V (s) =

⎧⎨
⎩

1 Tic-Tac-Toe made
−1 De > 0

2Df +Sf−Se

6 otherwise

If more than one move has the greatest evaluation, then one of those moves is
made at random. The heuristic challenger plays a strong game, although it can
be beaten as the second player by constructing a fork.

Results: The first experiment compares the model-based approach (k > 0) with
the model-free (k = 0). The results of the experiment are shown in Figure 3.
Against both challengers all model-based approaches converge by about 5,000
training matches, whereas for the model-free case it is closer to 10,000 matches.
Interestingly, better strategies were also found as the number of planning steps
increases.

To test whether focused backups are better than unfocused, the previous
experiment was repeated, only this time the target positions for the planning
steps were selected uniformly at random from all legal positions. The results are
shown in Figure 4. In all cases convergence occurs by 1000 training matches,
much faster than the focused case. In addition, the strategies learnt are also
more optimal than those found using focussed planning.

The strong performance of the unfocussed approach is due to the size of
the problem domain relative to number of planning backups. The state space
of Tic-Tac-Toe is smaller than the total number of planning backups, therefore
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Fig. 3. Learning curves for model-based Minimax-MBTD (k > 0) versus model-
free Minimax-TD (k = 0). Each curve is the average of 100 training episodes

a random distribution of states will cover it more completely than the distribu-
tion focused on successors to the current state. However, focussed approaches
are likely to scale better, because the state space cannot be covered completely
for larger games, and a heuristic is needed to restrict attention to the more
“interesting” states.

5 Conclusions

This paper outlines a way of extending model-based reinforcement learning to
strategy board games, and presents Minimax-MBTD, an algorithm based on
these ideas. A key finding is that it converges faster than direct methods per
observation, which is consistent with other studies of model-based methods.
More interestingly, as the number of planning steps increased, the final strategy
improved too. Unfocussed backups were found to perform better than focused,
nevertheless focussed approaches may scale better to larger games.

Future work could concentrate on scaling up to larger games. The compar-
atively small state space of Tic-Tac-Toe meant that the entire value function
could be stored in a lookup table, however, most games have too many states for
a table based approach to work. The issue is deeper than the limit that physical
memory places on the size of the evaluation function; more importantly, it is the
need to recognise when new situations resemble previously encountered ones,
so that best use can be made of limited training experience. Therefore, when
scaling up to games with larger state spaces it is typical to use a generalisation
technique, such as a neural network.

Minimax-TD is off-policy and therefore could be susceptible to the divergence
frequently observed for the combination of off-policy methods and function ap-
proximation [1]. An intuitive explanation for the divergence is that approximator
error is compounded by the min and max operators of Minimax-TD (or just max
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Fig. 4. Learning curves when the k target positions for planning are selected
at random. Each curve is the average of 100 training episodes

in the case of Q-Learning), propagated back to the approximator in the training
signal, where it causes further approximation error, and so on, ultimately leading
to divergence. More optimistically, Minimax-TD has been combined with non-
linear gradient descent RBF networks to train an Othello playing program [23],
though my preliminary efforts at combining Minimax-TD with backpropagation
MLP networks for Tic-Tac-Toe have been discouraging.
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Using Images to Compare

Two Constructive Network Techniques

Ross Hayward

Smart Devices Lab
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Box 2434 GPO, Brisbane 4001 Qld, Australia

Abstract. A common theme in answering the question of how distinct
concepts are represented in neural networks is to associate meaning to
the activity of an individual, or set of neurons. While such models may
provide an explanation of how reasoning may occur, they rarely suggest
how structures come to exist, often relying on some form of the innate-
ness conjecture. This paper addresses the issue of concept formation by
using the principle of structural risk minimization during network con-
struction. This paper describes two related methods for incrementally
constructing networks from smaller network architectures. The methods
are applied to an image prediction problem that provides a sufficiently
difficult learning task, while allowing both quantitive and qualitative
analysis of performance. Experiments suggest that incrementally intro-
ducing structure during learning in a principled manner can assist in
overcoming the bias/variance problem as, for the given problem, the
methods show no sign of over-fitting after prolonged training.

1 Introduction

Given a set of m labeled n-bit examples there is no efficient way to determine
whether a hypothesis space Hn contains a hypothesis consistent with the exam-
ples [1]. The implication for multilayer perceptrons is that choosing a sufficient
number of hidden units for a particular problem is largely guesswork. In con-
trast, increasing the expressiveness of a network by increasing the number of
hidden units, and thereby admitting functions with less approximation error has
the effect of increasing the estimation error. This characteristic is referred to
as the Bias-Variance dilemma [4], which supports the use of Occam’s Razor as
a principle in machine learning - given a finite number of training examples, the
smallest network will yield a function with the smallest estimation error. Inter-
estingly, experimental results using Boosting techniques have shown a decrease
in the error for unseen examples as the complexity of the underlying classifier
increases [8, 6].

This paper describes two similar constructive neural network techniques
called TowerNet and CascadeNet, which incrementally expand the space of hy-
potheses during learning by identifying a supportive hypothesis in each expan-
sion, which is then used to bias subsequent learning. The algorithms are applied

T.D. Gedeon and L.C.C. Fung (Eds.): AI 2003, LNAI 2903, pp. 544–553, 2003.
c© Springer-Verlag Berlin Heidelberg 2003
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Fig. 1. The structure of Tower and Cascade Networks

to the problem of constructing images by predicting a red, green and blue value
for a given pixel location. Problems of this type are useful, as for a given im-
age size and number of possible colors the number of possible images will be
finite, and at any stage during learning an image can be generated to provide
a qualitative analysis of the networks search through the space of hypotheses.

The paper is organized as follows. This Section introduces background to the
algorithms, while Section 1.1 describes the algorithms in more detail. Section 3
results of several experiments and Section 4 discusses the results. The paper
concludes with Section 5.

1.1 Dynamically Constructing Networks

The Tower algorithm [3, 5] and Cascade Correlation algorithm [2] are examples
of algorithms that dynamically construct neural networks. These networks have
the unique feature that whenever a new unit is recruited, it’s weights are frozen,
and if we assume that the set of training examples is fixed, components within
the training examples can be manipulated or added, enabling portions of the
network structure to be discarded prior to further training. That is, instance
descriptions can be modified to express network structure.

A significant drawback with constructive algorithms lies in the requirement
that: as units are added sequentially to construct a larger network, there must be
some criteria that identifies when training a particular unit should cease and the
training of a new unit begin. Gallant, in showing that the Tower algorithm will
converge to find a function f : {0, 1}n → {0, 1} over a set of m examples, identi-
fies optimal units as those that correctly classify the most examples. The search
for an optimal unit is terminated after a unit fails to classify more examples in
some given time, this unit then becomes the new output for the network. The
search for the next optimal unit then begins by creating a unit (with Heaviside
activation function) having inputs from the input space and the last (possibly
optimal) unit inserted into the network (see Figure 1).
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The Cascade Correlation algorithm uses a similar technique for regression
problems, albeit a little more complex. A network is said to stagnate if the error
is not reduced by a specified amount in a given number of epochs. Training
the network consists of only altering weights in the output layer and when this
training stagnates, a pool of candidate networks are trained. Each network in
the candidate pool contains a single hidden layer and unit, with the unit having
inputs from the input space and all previously recruited units. The networks
in this pool are then trained to predict the error seen when constructing the
larger network. Once the networks in the pool have stagnated, the unit in the
hidden layer of the best predictor is recruited by fixing it’s input weights and
then training the output layer of the larger network.An appealing characteristic
of the Tower algorithm over Cascade Correlation is that recruitment can be
avoided altogether by initially fixing structure and training units in parallel.

Structural Risk Minimization: It is interesting to consider these algorithms,
in particular the Tower algorithm, with respect to Structural Risk Minimiza-
tion [9]. The principle of Structural Risk Minimization (SRM) is based upon the
identification of a bound on the difference between empirical and actual risks.

Vapnik shows that, with probability 1− η, the following bound holds on how
well the empirical risk (Remp(α)) approximates the actual risk (R(α)) for a set
of parameters α implementing a classifier. The bound is:

R(α) ≤ Remp(α) + V Cconf (V C(H),m, η). (1)

Note that the second term on the right hand side, the VC confidence depends
upon the number of training instances m, the confidence level 1 − η and the
VC-dimension of hypothesis space H . As the empirical and actual risk only
depend upon α (the parameters identified during learning) the VC confidence is
dependent on the set of functions used for learning1.

For a set of m training examples the training error Remp(α) will decrease
as the VC-dimension increases, but the VC-Confidence always increases with
increasing VC-dimension. Thus, the VC-dimension can be used as a controlling
variable by constructing a graded set of hypothesis spaces:

H1 ⊂ H2 ⊂ · · · ⊂ Hn ⊂ · · · (2)

where, for finite VC dimension, we have

V C(H1) ≤ V C(H2) ≤ · · · ≤ V C(Hn) ≤ · · · (3)

The SRM principle implies that the function identified by a learner with the
smallest empirical error, selected from a set of functions with the smallest VC-
dimension, will have the smallest difference between the actual and empirical
error.
1 The VC-dimension of a hypothesis space H is indicative of the classification power

of hypotheses in H
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Table 1. The GTower Algorithm

– Assume a matrix x0 is a set of m samples, (x1, · · · , xm), as column vectors.
Each xi ∈ X is assumed to have been drawn randomly and independently
from a distribution D on X. Let y be a matrix of labels for each vector
in x0 generated by a target function g : X → Y . Create a set of examples
E0 = (x0,y)

1. Given examples Et, t ∈ N train l networks NN1t(xt), · · · , NNlt(xt) to
approximate the target function g. Stop training when the training error
has not decreased by more than a set amount α in K epochs.

2. If the error for the ith network is given by erri = |NNit(xt) − y)| then
choose j so that j = argmin

1≥i≥l
(erri) and store NNjt

3. If errj ≥ bestError Go to 1 else set bestError = errj.
4. If errj is sufficiently small or some other criteria then halt.
5. Create a new set of m examples (x′

1, · · · , x′
m) using:

xt+1 =

[
x0

NNi(xt)

]

6. Go to 1, with Et+1 = (xt+1,y).

With respect to the Tower algorithm, the first unit represents a hypotheses
space H1 with the VC-dimension of a single threshold unit of n+1, identifying an
optimal unit in this space, and adding this into the Tower network, reposes the
problem so that finding the next optimal unit is a search throughH2 where (H2 ⊃
H1). Hence, the Tower algorithm searches through a graded set of Hypothesis
spaces until a solution is found.

2 GTower and GCascade

The GTower and GCascade algorithms are similar to the Tower algorithm, but
aimed at regression problems. The GTower algorithm creates a similar structure
to a Tower network, however the individual units in the Tower algorithm are
replaced by the hidden and output layers of a multi-layer perceptron (a subnet-
work). The GCascade algorithm generates networks that differ slightly in struc-
ture by adding subnetworks with inputs from all previously added subnetworks,
analogous to those generated by the Cascade correlation algorithm.

Where the Tower algorithm searches for an optimal unit, the GTower and
GCascade algorithms search for an optimal subnetwork - a network with the
lowest possible mean square error over the training data. Where the Tower al-
gorithm ceases to look for an optimal unit if classification does not improve in
a specified number of epochs, the algorithms use the cascade correlation stagna-
tion criteria.
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Figure 1 depicts the structure of GTower and GCascade networks after four
subnetworks have been added. In this case the black nodes indicate network
inputs and the hatched nodes subnetworks. The subnetworks consist of a number
of hidden layers and an output layer specified by the problem domain. The
subnetworks have been numbered in the order in which they have been inserted
into the network. Note that the input space for successively added subnetworks
for the GCascade networks increases in dimension by the number of output units,
so that the nth subnetwork will have i + o(n− 1) inputs, where i and o are the
dimensions of the input and output space respectively. In contrast, the input
space for GTower is i for the first subnetwork and then i + o for all successive
subnetworks.

The GTower algorithm, shown in Table 1, proceeds by training a fixed number
of candidate MLP’s in parallel on a given task. The subnetworks stagnate when
the training error has not improved by an amount α over K epochs. When
all the candidate networks have stagnated, the one with the smallest training
error is selected and recruited into the larger network structure if it’s error
over the training set is less than that obtained from the most recently recruited
subnetwork.

After an initial subnetwork has been recruited, another set of candidate
MLP’s are generated, each with an input layer composed from the original prob-
lem space and the outputs of the most recently added subnetwork. Recruitment
of the initial subnetwork is equivalent to extending the dimensionality of the
training vectors by adding components generated by the most recently added
subnetwork. The recruitment of subsequent subnetworks simply requires the re-
calculation of these components. The algorithm in Table 1 is presented in this
manner (in contrast with Figure 1 that shows the structure of the network). This
training/extending process is repeated until some criteria is met.

The GCascade algorithm differs from the GTower by extending the set of
input vectors for every subnetwork added. When candidate subnetworks are
trained they have inputs from the input space and all, if any, previously recruited
subnetworks. Hence GCascade can be described by amending step 5 in Table 1
to:

5 Create a new set of m examples (x′1, · · · , x′m) using

xt+1 =
[

xt

NNi(xt)

]

The following experiments investigate the difficulty associated with identify-
ing subnetworks with increasingly smaller training error.

3 Experiments

Consider the situation where, given a pair of integers between 0 and 255 inclusive,
the goal is to predict 3 numbers from the same set. Any regression estimation
technique capable of solving such a problem is capable of predicting any 256×
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Fig. 2. The left image corresponds to the training data (uniformly sampled 25%
of image) and the right image test data

256 pixel image with 16777216 different colors just from pixel coordinates. The
number of possible images provides a concrete example of the hypothesis space
required to identify a mapping f : (x, y)→ (r, g, b).

What is interesting about such a problem is that a learning algorithm over the
space of hypotheses can be evaluated in two ways. Firstly, by the generalization
error, and secondly, by a visual inspection of the predicted image. A coloured
image (see Figure 2) was cropped to 256 pixels high by 256 pixels wide with
the x and y pixel locations used for training, scaled to range between 0.0 and
1.0. The colour of each pixel is represented by 256 red, green and blue values
in the range 0 to 1. The training set was a uniform sample consisting of 25%
(16384) of the examples.

3.1 Methodology and Parameters

Samples from the image were used to train two GTower and two GCascade
networks. The two experiments for each network type were differentiated by the
number of hidden units in each of the subnetworks. Subnetworks consisted of
either 3 or 50 hidden units in a single layer and were all constructed using the
same set of examples. The stagnation parameters α and K were constant over
all experiments at 10−6 and 100 epochs respectively.

For each experiment three candidate subnetworks were trained concurrently
using the RPROP learning algorithm [7] and after all had stagnated, the sub-
network with the smallest training error was selected for recruitment into the
larger network. Training errors in the following experiments are the mean square
error of the networks prediction over training set, and the generalization error
refers to the mean square error of the networks prediction over all the pixels in
an image.

On the occasion that none of the stagnated candidate subnetworks have a
smaller training error than the most recently recruited, their weights are ran-
domized and training repeated. However, although discarded, the results of the
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Table 2. Result summary for GTower and GCascade networks recruiting sub-
networks consisting of 3 and 50 hidden units

GCascade GTower

Units in hidden layer 3 50 3 50

A-Generalization error-initial (×10−2) 7.68 3.87 7.85 3.71

B-Generalization error-final (×10−2) 4.49 2.06 5.08 2.24

C-Training error - final (×10−2) 4.34 1.82 5.01 2.10

D-Candidate pools trained 41 10 44 18

E-Subnets recruited 34 10 28 6

F-Final number of weights 5763 9780 831 2568

G-Training Epochs (×105) 1.41 8.66 10.0 6.84

H-Weight Epochs (×108) 8.00 7.61 0.80 4.64

experiments include these details to provide information concerning the difficulty
in locating subnetworks with smaller training error.

3.2 Network Weights

The number of weights in GTower subnetworks remains constant after the first
network. For example, a task with i inputs and o outputs and using subnetworks
with h units in a single hidden layer will have h(i+ 1) + o(h+ 1) weights in the
first subnetwork and h(i + o + 1) + o(h + 1) weights in subsequent networks.
In contrast, the nth subnetwork in a GCascade network will have h(i + 1 +
no) + o(h + 1) weights. Due to the increase in the number of weights with
additional subnetworks, the results are reported in terms of weight epochs to
provide a better indication of the training times required. A weight epoch for
a network is simply the number of weights in the network multiplied by the
number of epochs the network was trained.

3.3 Results

Table 2 indicates the results obtained from constructing the networks. Row
A shows the generalization error of the first subnetworks trained on just the
pixel locations and gives some indication of how standard MLP performs on the
problem. The generalization error of the last subnetwork recruited is recorded
in row B. In all cases the generalization error reduced with each subnetwork
recruited. Row C indicates the training error of the last subnetwork, row D in-
dicates the total number of candidate pools trained, and row E the number of
recruited subnetworks. Row F indicates the number of weights in the resulting
network, row G the total number of epochs to train the subnetwork with the
smallest training error from all candidate pools and row H the weight epochs for
these same subnetworks.

Figure 3 shows results plotted for each of the networks where the steps in
each graph refer to the error over all image pixels and the line graph the training
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Fig. 3. Training results for the networks. The top row shows results from
GTower and GCascade networks consisting of subnetworks with 50 hidden units
and the bottom row with 3 hidden units

error. Solid points in the graphs indicate results for the best subnetworks from
a candidate pool when none were recruited. For example in the case of GTower
with subnetworks containing 50 units in the hidden layer, the last 9 subnetworks
are not recruited.

4 Discussion

A significant observation is that none of the subnetworks recruited ever led to an
increase in the generalization error no matter how small the improvement in the
training error. However, it is clear that this can not, in general, always be true.
A simple example would be an image where the left half was white and the right
half black, sampling the image would induce a much more complicated decision
boundary and while an initial subnetwork (hypothesis space) may be restricted
to providing the perfect generalization, subsequent expansions of the hypothesis
space would yield approximations with increasingly worse generalization errors.

In all the networks constructed, the first few subnetworks recruited reduced
the training and generalization errors the most. Usually after which additional
subnetworks only reduced the training error by a small degree. However, the
results for experiments where subnetworks with 3 hidden units are recruited in-
dicates that occasionally sequences of subnetworks are introduced that decrease
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Fig. 4. Subnetwork predictions of image for four different networks. From top
row: GCascade 50 hidden, GCascade 3 hidden, GTower 50 hidden, GTower 3
hidden

the error at an increased rate. There exists a question of whether a number
of subnetworks are required prior to this increased reduction, or whether it is
simply a matter of not having previously identified optimal networks at every
recruitment.

In each of the above cases the GCascade networks converged towards better
solutions with a much higher recruitment rate than their counterparts. It seems
reasonable to speculate that as the GCascade networks expand the space of
possible hypotheses at a much faster rate than the GTower networks, then there
is an increased liklihood of recruitment. However the difficulty that GTower
networks seem to have in finding subnetworks with less error may be indicative
of a decreased liklihood in identifying optimal subnetworks. Each subnetwork in
a GCascade network takes into account the prediction of all previously added
subnetworks and is more representative of a committee machine than GTower
networks that only take into account the previous best prediction.

5 Conclusion

The experiments were conducted to explore differences in the two algorithms and
do not address the flexibility that constructing networks offers during learning.
During learning tasks, whether regression or classification, we generally feel free
to provide as many descriptive attributes as necessary to solve the task. The
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algorithms above take the same approach by introducing functions of the input
space as descriptive attributes that might be considered useful in determining
a network with good generalization. A significant point is that these functions
need not be represented by subnetworks, any function will suffice. For example,
we might introduce a rule that x and y values in certain ranges should yield par-
ticular RGB values. In this way approximate problem domain knowledge can be
introduced easily during learning and integrated with the overall approximation.

This perspective views individual attributes as concepts of the problem do-
main, and and makes no distiction as to whether the concepts are represented
by subnetworks or prior knowledge; both are just methods of producing at-
tribute/value pairs. An explanation how a network reaches a conclusion can be
stated in terms of the descriptive attribute/value pairs, some of which are rep-
resented by subnetworks. Consider the functions generated by each subnetwork
in Figure 4, the first subnetwork recruited provides some initial structure for the
image, which is subsequently added to by later subnetworks. Simply subtracting
the output of the first subnetwork from the second can give yield information
about what the second subnetwork actually does.

While the results in Table 2 show that single networks with 50 hidden units
provide a better generalization error than those constructed of subnetworks each
with 3 hidden units, the latter provides a gradual progression (seen in Figure 4)
that helps explain how the final result is reached.

References

[1] M. Anthony and N. Biggs. Computational Learning Theory. An Introduction.
Number 30 in Cambridge Tracts inTheoretical Computer Science. Cambridge Uni-
versity Press, 1992. 544

[2] S. Fahlman and C. Lebiere. The cascade-correlation learning architecture. In
R. Lippman, J. Moody, and D. Touretzky, editors, Advances in Neural Informa-
tion Processing Systems, volume 3, pages 190–196, San Mateo, 1990. Morgan-
Kaufmann. 545

[3] S Gallant. Perceptron based learning algorithms. IEEE Transactions on Neural
Networks, 1(2):179–191, June 1990. 545

[4] S. Geman, E. Bienenstock, and R Doursat. Neural networks and the bias/variance
dilemma. Neural Computation, 4:1–58, 1992. 544

[5] JP Nadal. Study of a growth algorithm for a feedforward network. International
Journal of Neural Systems, 1(1):55–59, 1989. 545

[6] J. Quinlan. Bagging boosting and c4.5. In Proceedings of the Thirtenth National
Conference on Artificial Intelligence, pages 725–730, 1996. 544

[7] Martin Riedmiller and Heinrich Braun. A direct adaptive method for faster back-
propagation learning: The rprop algorithm. In Proceedings of the IEEE Interna-
tional Conference on Neural Networks, pages 586–591, San Francisco, 1993. 549

[8] R. Schapire, Y. Fruend, P. Bartlett, and W. S. Lee. Boosting the margin: A new
explanation for the effectiveness of voting methods. The Annuals of Statistics,
26(5):1651–1686, 1998. 544

[9] V. Vapnik. The Nature of Statistical Learning Theory. Springer-Verlag, 1995.
ISBN 0 387 94559 8. 546



Pareto Neuro-Ensembles

Hussein A. Abbass

Artificial Life and Adaptive Robotics (A.L.A.R.) Lab
School of Information Technology and Electrical Engineering

Australian Defence Force Academy, University of New South Wales
Canberra, ACT 2600, Australia

h.abbass@adfa.edu.au

Abstract. The formation of a neural network ensemble has attracted
much attention in the machine learning literature. A set of trained neural
networks are combined using a post-gate to form a single super-network.
One main challenge in the literature is to decide on which network to
include in, or exclude from the ensemble. Another challenge is how to
define an optimum size for the ensemble. Some researchers also claim
that for an ensemble to be effective, the networks need to be different.
However, there is not a consistent definition of what “different” means.
Some take it to mean weakly correlated networks, networks with dif-
ferent bias-variance trade-off, and/or networks which are specialized on
different parts of the input space.
In this paper, we present a theoretically sound approach for the forma-
tion of neural network ensembles. The approach is based on the domi-
nance concept that determines which network to include/exclude, iden-
tifies a suitable size for the ensemble, and provides a mechanism for
quantifying differences between networks. The approach was tested on
a number of standard dataset and showed competitive results.

1 Introduction

The formation of a mixture of predictors (ensemble) can improve the prediction
accuracy [10]. There have been many studies on ensembles of neural networks,
see for example [10, 11, 12, 13] and [17] for a good review. In some studies, the
networks are trained separately then combined to form an ensemble. In some
other studies a group of networks is trained simultaneously while an explicit
term is added to the error function to make them different. For example, in
negative correlation learning (NCL), proposed by Liu and Yao [12], a mathe-
matical penalty term describing the negative correlation between the networks
is added to the conventional mean square error of each network and traditional
backpropagation (BP) [16] is used for network training. In [14], an analysis of
NCL revealed that the penalty function in NCL acts to maximize the average
difference between each network and the mean of the population; while the in-
tended aim of anti-correlation mechanisms is to maximize the average difference
between pairs of population members, which is not necessarily the same thing.
In [13], an evolutionary algorithm (EA) is used in conjunction with NCL to

T.D. Gedeon and L.C.C. Fung (Eds.): AI 2003, LNAI 2903, pp. 554–566, 2003.
c© Springer-Verlag Berlin Heidelberg 2003
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Fig. 1. A generic description to ensemble research

evolve the ensemble. The k-means algorithm was used to cluster the individuals
in the population. The fittest individual in each cluster is used as a member in
the ensemble. The authors found no statistical difference between the use of the
population as a whole in the ensemble and the use of a subset. It is not clear
however how to choose the value of k.

Figure 1 presents a generic representation of research in ensembles of learning
machines. Two types of gates can be identified: pre-gate and post-gate. A pre-
gate is used as a mechanism to decide on which input instance affects which
member of the ensemble. Research in this area is mainly concerned with getting
members of the ensemble to specialize on different parts of the input space. For
example, we can see a pre-gate as a result of clustering the input space into k
clusters, with the pre-gate deciding on which member of the k clusters being
assigned to which members of the M learning machines in the ensemble. The
study of this pre-gate falls under the umbrella of competitive-learning, where
the main objective of the learning machine is to compete against other learning
machines on the inputs.

A post-gate is used to decide on how to combine the different outputs made
by the members in the ensemble. The majority of research in ensemble-learning
is concerned with the post-gate, while attempting to implicitly construct a pre-
gate. The motivation to this learning approach comes from the area of expert
systems, where a committee of experts is used to make decisions. If one and only
one committee member responses to each situation, there will be no conflict
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within the committee and the problem becomes similar to the use of pre-gates
with one-to-one or many-to-one mapping between the clusters in the input space
and the ensemble members. However, if a group of committee members responses
differently to the same input instance, the problem would then be how to combine
the different opinions of the committee members. In this last case, the research
would fall into the study of the post-gate. Obviously, we can have a pre-gate as
well as a post-gate, where different group of experts get specialized on different
parts of the input space, while a post gate is used within each group. Up to
our knowledge, little research has been done on this last situation. This paper is
concerned with post-gates.

Three key open research questions remain in the literature:

1. On what basis should a network be included in, or excluded from the en-
semble?

2. How should the ensemble size be determined?
3. How to ensure that the networks in an ensemble are different?

The objective of this paper is to attempt to answer these three questions.
This is a challenging task and this paper should be seen as only an attempt to
provide a theoretically-sound answer to these questions. The rest of the paper is
organized as follows: In Section 2, background materials are covered followed by
an explanation of the methods in Section 3. Results are discussed in Section 4
and conclusions are drawn in Section 5.

2 Multiobjective Optimization and Neural Networks

Consider a multiobjective optimization problem (MOP) as presented below:-

Optimize F (x ∈ Υ ) (1)

Subject to: Υ = {x ∈ Rn|G(x) ≤ 0} (2)

Where x is a vector of decision variables (x1, . . . , xn) and F (x ∈ Υ ) is a vector of
objective functions (f1(x ∈ Υ ), . . . , fK(x ∈ Υ )). Here f1(x ∈ Υ ), . . . , fK(x ∈ Υ ),
are functions on Rn and Υ is a nonempty set in Rn. The vector G(x) represents
a set of constraints.

The aim is to find the vector x∗ ∈ Υ which optimizes F (x ∈ Υ ). Without
any loss of generality, we assume that all objectives are to be minimized. We
note that any maximization problem can be transformed to a minimization one
by multiplying the former by -1.

The core aspect in the discussion of a multiobjective optimization problem
(MOP) is the possible conflict that arises in the case of optimizing the objectives
simultaneously. At a certain point, one objective can just be improved at the
expense of at least another objective. The principle of dominance (Figure 2) in
MOP allows a partial order relation that works as follows: a solution does not
have an advantage to be included in the set of optimal solutions unless there
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D

Fig. 2. The concept of dominance in multiobjective optimization. Assuming
that both f1 and f2 are to be maximized, D is dominated by B since B is
better than D when measured on all objectives. However, A,B and C are non–
dominated since none of them is better than the other two when measured on
all objectives

is no solution that is better than the former when measured on all objectives.
A non–dominated solution is called Pareto. To formally define the concept of
non–dominated solutions in MOPs, we need to define two operators, � and �
and then assume two vectors, x and y. x � y iff ∃ xi ∈ x and yi ∈ y such
that xi �= yi. And, x � y iff ∀ xi ∈ x and yi ∈ y, xi ≤ yi, and x � y. � and
� can be seen as the “not equal to” and “less than” operators over two vectors,
respectively. We can now define the concepts of local and global optimality in
MOPs.

Definition 1. Neighborhood or Open Ball The open ball (ie. a neighborhood
centered on x∗ and defined by the Euclidean distance) Bδ(x∗) = {x ∈ Rn| ||x−
x∗|| < δ}.

Definition 2. Local Efficient (Non–inferior/ Pareto–Optimal) Solution
A vector x∗ ∈ Υ is said to be a local efficient solution of MOP iff � x ∈ (Bδ(x∗)∩
Υ ) such that F (x) � F (x∗) for some positive δ.

Definition 3. Global Efficient (Non–inferior/ Pareto–Optimal) Solu-
tion A vector x∗ ∈ Υ is said to be a global efficient solution of MOP iff � x ∈ Υ
such that F (x) � F (x∗).

Definition 4. Local Non–dominated Solution A vector y∗ ∈ F (x) is said
to be local non–dominated solution of MOP iff its projection onto the decision
space, x∗, is a local efficient solution of MOP.

Definition 5. Global Non–dominated Solution A vector y∗ ∈ F (x) is said
to be global non–dominated solution of MOP iff its projection onto the decision
space, x∗, is a global efficient solution of MOP.
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A MOP can be solved in different ways. Evolutionary algorithms (EAs) [7, 8],
being population based, they are able to generate a set of near-Pareto solutions
in a single run. In addition, they do not require assumptions of convexity, differ-
entiability, and/or continuity as traditional optimization problems do. EAs with
local search are usually used to improve the performance of EAs to get closer to
the actual optimal or, the Pareto set in case of MOPs.

In EANN, an evolutionary algorithm is used for training the ANN. A major
advantage to the evolutionary approach over BP alone is the ability to escape
a local optimum. The major disadvantage of the EANN approach is that it is
computationally expensive, as the evolutionary approach is normally slow.

Recently, the problem of simultaneous optimization of the network architec-
ture and the corresponding training error has been casted as a multiobjective
optimization problem [4]. It was found that by combining BP with an EMO al-
gorithm, a considerable reduction in the computational cost can be achieved [4].
The multiobjective optimization outputs a set of solutions, where no solution in
the set is better than all others when compared on all objectives. The Pareto
set provided a new insight into the learning problem, where an obvious question
that emerged from the study is how to utilize the information embedded in the
set as a whole. One answer to this question is to form an ensemble, which is the
focus of this paper.

2.1 Evolutionary Artificial Neural Networks

The following notations will be used for a single hidden layer ANN:

– I and H are the number of input and hidden units respectively.
– Xp ∈ X = (xp

1, x
p
2, . . . , x

p
I), p = 1, . . . P , is the pth pattern in the input

feature space X of dimension I, and P is the total number of patterns.
– Without any loss of generality, Yp

o ∈ Yo is the corresponding scalar of
pattern Xp in the hypothesis space Yo.

– wih and who, are the weights connecting input unit i, i = 1 . . . I, to hidden
unit h, h = 1 . . .H , and hidden unit h to the output unit o respectively.
The number of outputs is assumed to be 1 in this paper.

– Θh(Xp) = σ(ah); ah =
∑I

i=1 wihx
p
i , h = 1 . . .H , is the hth hidden unit’s

output corresponding to the input pattern Xp, where ah is the activation
of hidden unit h, and σ(.) is the activation function taken in this paper to
be the logistic function σ(z) = 1

1+e−Dz , with D the function’s sharpness or
steepness and is taken to be 1.

– Ŷ p
o = σ(ao); ao =

∑H
h=1 whoΘh(Xp) is the network’s output and ao is the

activation of output unit o corresponding to the input pattern Xp.

In this paper, we use the quadratic error function by squaring the difference
between the predicted and actual output. We will also make use of the traditional
BP algorithm as a local search method. For a complete description of BP, see
for example [9].
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3 Formation of Neural Networks Ensembles

3.1 The Multiobjective Learning Problem

In casting the learning problem as a multiobjective problem, a number of possi-
bilities appear to be useful. A successfully-tested possibility that was presented
in [4] is to formulate the problem as follows:

Prob1
Minimize f1 = Ψ (3)

Minimize f2 =
∑

o

∑
p

(Ŷ p
o − Y p

o )2 (4)

Subject to Θh(Xp) = σ(ah); ah =
I∑

i=1

wihx
p
i , h = 1 . . .H (5)

Ŷ p
o = σ(ao); ao =

H∑
h=1

whoΘh(Xp) (6)

where Ψ is a measure for the architecture’s complexity. This measure can be
a counting of the number of synapses in the network, the number of hidden units,
or a combination. We may note that the VC-dimension, which is a measure for
the network capacity, for a feedforward neural network with sigmoid activation
function is O(Γ 2); Γ is the number of free parameters in the network [9]. By
minimizing the number of connections or nodes, we control the VC-dimension.

Another alternative that we will use in this paper is to divide the training
set into two subsets using stratified sampling methods. Let p1 and p2 be the
number of patterns/instances in the two subsets Sub1 and Sub2 respectively.
The learning problem can be formulated as

Prob2
Minimize f3 =

∑
o

∑
p1

(Ŷ p1
o − Y p1

o )2 (7)

Minimize f4 =
∑

o

∑
p2

(Ŷ p2
o − Y p2

o )2 (8)

Subject to Θh(Xp) = σ(ah); ah =
I∑

i=1

wihx
p
i , h = 1 . . .H, p ∈ p1 ∪ p2 (9)

Ŷ p
o = σ(ao); ao =

H∑
h=1

whoΘh(Xp), p ∈ p1 ∪ p2 (10)

There are advantages of the formulation presented by Prob2 over the one
presented by Prob1 [4]. To demonstrate these advantages, let us assume that
we are able to generate the actual Pareto frontier for both Prob1 and Prob2.
The Pareto frontier for Prob1 will contain by definition very inferior networks
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in terms of training error. That is because a very small network will have an
advantage in terms of f1; therefore the frontier will contain networks which have
VC-dimension less than that required to capture the underlying function in the
training set. It becomes a problem in defining which network should be included
in the ensemble since some of these networks are very inferior and will introduce
a lot of noise in the ensemble. It is also difficult to draw a line between good and
bad networks on the frontier. Apparently, one can leave it to another algorithm
to decide on which network to include in the ensemble but this turns to be not
simpler than training a single network that generalizes well. The formulation
presented by Prob2, however, does not suffer from this problem. The worst
training error that a network will have on Sub1, for example, is paired with
the best training error the network will have on Sub2 by virtue of the Pareto
definition. This entails, as we will see in the next subsection, that the range of
networks on the actual Pareto frontier is bounded from right and left with the
bias-variance trade-off of Sub1 and Sub2 respectively.

3.2 Bias-Variance Tradeoff

To understand the significance of the Pareto concept, let us assume that the
actual Pareto frontier Paretoactual in a problem is composed of the following
networks Ω1, . . . , Ωi, . . . , Ωm, where Ωi is the ith network in a Pareto set of m
networks. Let us assume that these networks are in an increasing order from
left to right in terms of their performance on the first objective; that is, Ωi+1

has higher prediction accuracy on Sub1 than Ωi, therefore the former has lower
prediction accuracy on Sub2 than the latter by virtue of the Pareto definition.

Proposition 1. If Paretoactual is the actual Pareto frontier for Prob2, then all
networks on the frontier are a subset of the bias/variance trade-off set for Prob2.

Let us define error(Ωi, Sub1), bias(Ωi, Sub1) and variance(Ωi, Sub1) to be the
training error, bias and variance of Ωi corresponding to Sub1 respectively. The
same can be done for Sub2. If Paretoactual is the actual Pareto frontier for this
problem, then error(Ωm , Sub1) < error(Ωm−1, Sub1) and error(Ωm , Sub2) >
error(Ωm−1 , Sub2). Let us assume that the network’s architecture is chosen large
enough to have a zero bias for both Sub1 and Sub2. Then variance(Ωm, Sub1) <
variance(Ωm−1, Sub1) and variance(Ωm−1, Sub2) < variance(Ωm, Sub2). Note
that the variance represents the inadequacy of the information contained in Sub1
and Sub2 about the actual function from which Sub1 and Sub2 were sampled.
Therefore, the Pareto frontier for Prob2 is also a bias/variance trade-off.

3.3 Assumptions

In Prob2, there is no guarantee that the ensemble size would be more than 1.
Take the case where a network is large enough to over-fit on both Sub1 and
Sub2, where the training error on each of them is zero. In this case, the Pareto
set would have a single solution. It is therefore our assumption that we choose
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a network size small enough not to over-fit the union of Sub1 and Sub2, while
it is large enough to learn each of them independently.

Our second assumption relates to the algorithm. Getting to the actual Pareto
frontier is always a challenge for any algorithm. We do not assume that we have
to get to the actual Pareto frontier for this method to work. What we assume
instead is that there is no guarantee that the Pareto set returned by our method
is the optimal ensemble as being suggested by this paper.

3.4 Formation of the Ensemble

The ensemble is formed from all networks on the Pareto frontier found by the
evolutionary method. We have used three methods for forming the ensemble’s
gate. In voting, the predicted class is the one where the majority of networks
agreed. In winner-take-all, the network with the largest activation in the ensem-
ble is used for prediction. In simple averaging, the activations for all networks
in the ensemble are averaged and the class is determined using this average.

3.5 The MPANN Algorithm

Recently, we developed the Pareto differential evolution (PDE) method [5]. The
algorithm is an adaptation of the original differential evolution (DE) introduced
by Storn and Price [18] for optimization problems over continuous domains.
There is a large number of evolutionary multiobjective optimization (EMO) al-
gorithms in the literature [7, 8], but we selected PDE in our experiments because
it improved on twelve evolutionary algorithms for solving MOPs.

PDE generally improves over traditional differential evolution algorithms be-
cause of the use of Gaussian distribution, which spreads the children around
the main parent in both directions of the other two supporting parents. Since
the main parent is a non-dominated solution in the current population, it is
found [3] that the Gaussian distribution helps to generate more solutions on the
Pareto-front; which is a desirable characteristic in EMO. PDE was also tested
successfully for evolving neural networks, where it is called Memetic Pareto Ar-
tificial Neural Network (MPANN) algorithm [1, 2, 4].

1. Create a random initial population of potential solutions. The elements of
the weight matrix Ω are assigned uniformally distributed random values
U(0, 1).

2. Apply BP to all individuals in the population.
3. Repeat

(a) Evaluate the individuals in the population and label the non-dominated
ones.

(b) If the number of non-dominated individuals is less than 3 repeat the
following until the number of non-dominated individuals is greater than
or equal to 3 so that we have the minimum number of parents needed
for crossover:
i. Find a non-dominated solution among those who are not marked.
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ii. Mark the solution as non-dominated.
(c) Delete all dominated solutions from the population.
(d) Repeat

i. Select at random an individual as the main parent α1, and two in-
dividuals, α2, α3 as supporting parents.

ii. Crossover: For all weights do

ωchild
ih ← ωα1

ih + N(0, 1)(ωα2
ih − ωα3

ih ) (11)

ωchild
ho ← ωα1

ho + N(0, 1)(ωα2
ho − ωα3

ho ) (12)

iii. Apply BP to the child then add the child to the population.
(e) Until the population size is M

4. Until termination conditions are satisfied.

4 Experiments

Similar to [13], we have tested MPANN on two benchmark problems; the Aus-
tralian credit card assessment problem and the diabetes problem, available by
anonymous ftp from ice.uci.edu [6].

The Australian credit card assessment dataset contains 690 patterns with 14
attributes; 6 numeric and 8 discrete (with 2 to 14 possible values). The predicted
class is binary - 1 for awarding the credit and 0 for not. To be consistent with
the literature [15], the dataset is divided into 10 folds where class distribution
is maintained in each fold. Cross–validation is used where we run the algorithm
with 9 out of the 10 folds for each data set, then we test with the remaining
one. Similar to [13], the number of generations is 200, the population size 25,
the learning rate for BP 0.003, the number of hidden units is set to 5, and the
number of epochs BP was applied to an individual is set to 5.

The diabetes dataset has 768 patterns; 500 belonging to the first class and 268
to the second. It contains 8 attributes. The classification problem is difficult as
the class value is a binarized form of another attribute that is highly indicative of
a certain type of diabetes without having a one-to-one correspondence with the
medical condition of being diabetic [15]. To be consistent with the literature [15],
the dataset was divided into 12 folds where class distribution is maintained in
each fold. Cross–validation is used where we run the algorithm with 11 out of
the 12 folds for each dataset and then we test with the remaining one. Similar
to [13], the number of generations is 200, the population size 25, the learning
rate for BP 0.003, the number of hidden units is set to 5, and the number of
epochs BP was applied to an individual is set to 5.

Figure 3 shows the accuracy achieved over each of the two training subsets
averaged over all networks on the Pareto frontier found in each evolutionary
generation for one of the ten runs. For the Australian credit card dataset, it is
clear that convergence occurred early from generation 20 while for the diabetes
dataset, convergence occurred from generation 90 and onwards. It is also inter-
esting to see that the accuracy on both subsets for both datasets does not meet,
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Fig. 3. The average accuracy rate for networks on the Pareto frontier found in
each evolutionary generation. Left figure represents the Australian credit card
dataset while the right figure represents the diabetes dataset. The x-axis is the
generation number and the y-axis is the accuracy rate. The dotted line represents
the first training subset while the dashed line represents the second subset

Table 1. Accuracy rates of MPANN2 for the Australian Credit Card and the
diabetes datasets

.

Simple averaging Majority voting Winner-rakes-all

Accuracy rate Training Testing Training Testing Training Testing

Australian credit card dataset

Mean 0.849 0.865 0.854 0.862 0.847 0.858
SD 0.019 0.043 0.018 0.049 0.018 0.044
Min 0.803 0.797 0.812 0.783 0.805 0.797
Max 0.877 0.928 0.879 0.928 0.876 0.913

Diabetes dataset

Mean 0.769 0.777 0.771 0.779 0.767 0.777
SD 0.023 0.032 0.023 0.033 0.022 0.037
Min 0.737 0.723 0.737 0.723 0.737 0.723
Max 0.808 0.84 0.81 0.84 0.807 0.84

which may imply that one subset is usually difficult to learn than another. This
implies that the Pareto set is not empty. On the average, there was 4 networks
on the Pareto front for the Australian credit card dataset and 6 networks on the
Pareto front for the diabetes dataset. The minimum number of networks on the
Pareto front was 3 for both datasets and the maximum was 5 for the Australian
credit cards and 11 for the diabetes. The final ensemble was formed from 4 and
6 networks for the Australian credit card and the diabetes datasets respectively.

The results of this experiment are presented in Table 1. It is interesting to see
that the training error is slightly worse than the test error. In a normal situation,
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Table 2. Comparing MPANN against other work for the Australian credit card
and diabetes data sets. The three rates for MPANN and Liu et. al. represent the
performance using simple average, vote, winner-takes-all strategies, respectively

.

Accuracy Rate on Test Set

Algorithm Australian Diabetes

This paper 0.865,0.862,0.858 0.777,0.779,0.777
Backprob[15] 0.846 0.749
Liu et.al. [13] 0.855,0.857,0.865 0.766,0.764,0.779

this might be interpreted as under-training. The situation here is very different
indeed. Let us first explain how this training error is calculated. Recall that
we have divided the training set into two subsets using stratified samples. By
virtue of the Pareto definition, the Pareto frontier would have networks which
are over-fitting on the first subset but not on the second and other networks
which are over-fitting on the second subset but not on the first. In a strategy
like “simple averaging”, this will be translated into taking the average activation
of all networks on the frontier when deciding on an input instance. However, the
sum of the bias of a machine trained on the first subset and another machine
trained on the second subset would be less than a machine trained on the union of
the two subsets. Therefore, in a conventional situation, where the whole training
set is used as a single training set, a biased machine would usually perform better
on the training and worse on the test. In our case, this is unlikely to occur since
the bias and the variance are averaged over the entire Pareto-set.

We can also observe in Table 1 that the standard deviation on the training
set is always smaller than on the test. This should be expected given that the
networks are trained on two subsets which constitute the entire training set.

4.1 Comparisons with Other Work

We compare our results against Backprob[15] and Liu et.al. [13]. In Table 2,
we find that the Pareto-based ensemble is better than BP and equivalent to
Liu et.al. with smaller ensemble size. Although it is desirable in a new method
to perform better than other methods on some dataset, the main contribution
from our perspective here is that the decision on which network to include in,
or exclude from, the ensemble is determined automatically by the definition of
the Pareto frontier. Also, the ensemble’s size is automatically determined.

5 Conclusion

In this paper, we cast the problem of training artificial neural networks as a mul-
tiobjective optimization problem and use the resultant Pareto frontier to form
an ensemble. The method provides a theoretically-sound approach for formation
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of neuro-ensembles while answering three main questions in the neural network
ensemble regarding the criteria for including a network in, or excluding it from,
the ensemble, the Pareto set defines the size of the ensemble, and the Pareto
concept ensures that the network in the ensemble are different.
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Abstract. Behavior-based artificial intelligent system is to derive the
complicated behaviors by selecting appropriate one from a set of basic
behaviors. Many robot systems have used behavior-based systems since
the 1980’s. In this paper, we propose new method to create the sequences
of behaviors appropriate to the changing environments by adding the
function of learning with Learning Classifier System to P. Maes’ action
selection network. Links of the network need to be reorganize as the
problem changes, because each link is designed initially according to the
given problem and is fixed. Learning Classifier System is suitable for
learning of rule-based system in changing environments. The simulation
results with Khepera robot simulator show the usefulness of learning in
the action selection network by generating appropriate behaviors.

1 Introduction

In behavior-based artificial intelligent system, the architecture is not to compose
of sequential modules, such as perception, modeling, planning, and task execu-
tion, but to derive more complicated behaviors by selecting appropriate one
from a set of basic behaviors [1] [2]. Tinbergen has proposed Hierarchical Deci-
sion Structure for action selection [3]. There are some related publications such
as Brooks’ Subsumption Architecture [4], Tyrrell’s hierarchical structure [5], and
Mataric’s group studying learning via human behavior imitation [6].

Learning in robots is known to be a difficult problem, due to the uncer-
tainty in sensing and action, partial observability of the robot’s environment,
and non-stationarity of the world. Learning in behavior-based system focuses on
the efficiency improved in short time instead of long optimization [7]. Effective
action selection is a matter of primary concern in behavior-based system. It can
be easily supported by using the well-known reinforcement learning whose pol-
icy selects the action that maximizes rewards. Some examples of reinforcement
learning in the context of behavior-based system demonstrated hexapod walk-
ing [1] and box-pushing [8]. Besides in multi-robot systems, M. Dorigo and M.
Colombetti [9] applied the idea of Shaping to the original reinforcement learning.

In this paper, we propose the new dynamic action selection network adding
Learning Classifier System (LCS) in order to adapt to the changing environment

T.D. Gedeon and L.C.C. Fung (Eds.): AI 2003, LNAI 2903, pp. 578–589, 2003.
c© Springer-Verlag Berlin Heidelberg 2003



Learning Action Selection Network of Intelligent Agent 579

Fig. 1. The structure of the action selection network

like the real world. Maes’ network has a shortcoming of selecting inappropriate
actions when the task changes because it is difficult to modify the structure. In
order to solve this problem, we improve the network appropriate to the changing
environment by applying the function of learning.

2 Action Selection Network

Maes’ action selection network is a distributed, non-hierarchical network [10].
It consists of action nodes, motivation or goal nodes, and environmental state
nodes (see Fig. 1). These nodes have the different types of links that encode
various relationships and stimulate each other. The compositions of a node are
preconditions, add list, delete list, activation level, and the code that is run if
the node is executed. Fig. 2 shows the elements of a node in action selection
network.

If the proposition X about environment is true and X is in the precondition
list of node A, there is an active link from the state node X to action node A.
If goal Y has an activation greater than zero and Y is in the add list of node
A, there is an active link from goal node Y to action node A. Internal links
include predecessor links, successor links, and conflicter links. Fig. 3 shows the
conditions of each internal link.

The following is the procedure to select an action node to be executed at
each step.

1. Calculate the excitation coming in from the environment and the motiva-
tions.
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2. Spread excitation along the predecessor, successor, and conflicter links, and
normalize the node activations so that the average activation becomes equal
to the constant π.

3. Check any executable nodes, choose the one with the highest activation, ex-
ecute it, and finish. A node is executable if all the preconditions are true and
if its activation is greater than the global threshold. If no node is executable,
reduce the global threshold and repeat the cycle.

Every link is established manually by a designer according to the initial task
given. Therefore it can solve the initial task completely but it needed to be
reconstructed according to that task when the task changes. In order to solve
this problem, the robot itself has to learn to construct the network and reorganize
all links. To change the robot tasks means to change the status of robot. The
robot has to consider the changed conditions and select the proper actions.

3 Learning Action Selection Network with LCS

In machine learning, neural networks and genetic algorithm are widely used.
However, in this paper, learning classifier system is used for learning of the
action selection network. It is the learning algorithm for rule-based system and
is appropriate to this case. The state nodes and goal nodes, which are elements
of action selection network, can be considered as a kind of conditions. Therefore
these are easy to convert to the rule-based system. This is the reason that we
select the learning classifier system for learning.

3.1 LCS (Learning Classifier System)

LCS, a kind of machine learning technique, was introduced by Holland and
Reitman in 1978 [12]. LCS has two different learning procedures. One is to learn
via mixing given rules (Credit Assignment System) and the other is to learn via
creating useful rules as possible (Rule Discovery System). It is very appropriate

Preconditions

Add List

Delete List

Activation

Executable
Code

Predecessor
Links

Successor Links

Conflicter Links

Goals

Environment

Predecessor
Links

Successor Links

Conflicter Links

Fig. 2. The elements of a node in action selection network
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Fig. 3. The internal links

to be adapted to a changing environment. Classifier system consists of several
rules, so-called classifiers. One classifier has one or more condition parts and one
action part. The condition of a classifier consists of ternary elements {0, 1, #}
and the action part consists of {0, 1}. The character ‘#’ means “don’t care” and
can take either ‘0’ or ‘1’.

In the competition of classifiers, the value of strength gives a measure of
the rule’s past performance. That is, the higher a classifier’s strength the better
it has performed. In addition, each classifier has the value of specificity, which
is the number of non-# symbols in the condition part. LCS consists of three
modules as shown in Fig. 4.

– Classifier System: The system compares input messages with the condition
part of all classifiers in the classifier list and performs matching. This acts
by bit-to-bit. The matching classifiers enter competition for the right to post
their output messages, and only the winner of the competition actually posts
messages. The measure of each classifier is the value of bid as follows:

bid = c× specificity× strength

where c: a constant less than 1, specificity: specificity of the classifier condi-
tion, condition’s length minus the number of ‘#’ symbols, and strength: the
measure of confidence in a classifier. When feedback comes from its environ-
ment, the strength of the winner is recomputated.

– Credit Assignment System: When the rewards from the environment trans-
mit, they cause the strength of the classifiers to change in order to reflect
their relevance to the system performance. This system is to classify rules
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Fig. 4. The structure of LCS

in accordance with their usefulness. The classical algorithm used for this
purpose is the Bucket Brigade algorithm [12].

– Rule Discovery System: The system uses the genetic algorithms to discover
new rules. Genetic algorithms are stochastic algorithms that have been used
both as optimization and as rule discovery mechanism. They work modify-
ing a population of solutions (in LCS, a solution is a classifier). Solutions
are properly coded and a fitness function is defined to relate solutions to
performance. The value from this function is a measure of the solution qual-
ity. The fitness of a classifier is set by its usefulness calculated with a credit
apportionment system instead of a fitness function.

In general, while classifier system and credit apportionment system are in-
terested in the classifiers with better performances, rule discovery system is
interested in the classifiers with worse performances. If the only classifiers with
high scores survive, the system cannot discover new classifiers.

3.2 Learning with LCS

Our goal is to improve the robot’s ability to solve problems using LCS, a kind of
learning methods, in the action selection network. Firstly the rules of LCS, the
basic elements, have to be defined for learning links in the network. The rules
include the state nodes, the extent of the problems, and links between the nodes.
They do not include the action nodes. When the rule is fixed, or the network
structure is decided, it calculates the activation level and selects the action node
with the highest activation value. Fig. 5 shows the structure of the rule defined.
The extent of the problems and state nodes are determined through the robot’s
current states from environment.
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While original action selection network includes three kinds of links between
the nodes, we redefine the excitatory links for LCS. Excitatory links indicate
predecessor links and successor links because they have similar meaning. In ad-
dition, the classifier lists are initialized in accordance with the purpose of tasks,
not randomly. That is, the initial structure of network is converted into rules.

4 Experimental Results

4.1 Experimental Environments

The task of the robot is to reach the specific goal position in the shortest path.
The network has only two actions of going straight and avoiding obstacles ini-
tially. Therefore the robot is going to complete the task using only two actions
regardless of the goal position. However as shown in Fig. 6, other actions are
better than the action of going straight if the robot considers where it exists.
The initial network is converted into the rules, which form the classifier list, and
the network is improved using LCS in order to select the proper action even
though the position of robot changes.

Initial network is constructed as shown in Fig. 7 and Table 1 shows precon-
ditions, add list elements, and delete list elements for each action node.

The learning of action selection network is tested on the Khepara robot
simulator [13]. It has 8 distance sensors and light sensors. The distance sensors
return the value ranging between 0 and 1023. 0 means that no object is perceived
while 1023 means that an object is very close to the sensor. Intermediate values
indicate approximate distance between the sensor and the object. Therefore we
define the state node,‘obstacle around’ is true if the distance value is more than
900, and nothing around is true otherwise.

Goal Goal

Fig. 6. The action selection for the position of robot
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Table 1. Preconditions, add list elements, and delete list elements for each
action node

Table 2 shows the composition of a classifier in LCS. Firstly the extent of
solving problems is set by checking the location of the goal robot reaches. That is,
4 bits indicate up,down,right,left. For example, 1000 means the goal is upper and
1010 means the goal is left. In LCS, genetic operators act every 100 iterations.

4.2 Results

Before learning, the robot always begins to move by going straight as shown
in Fig. 8. Therefore, it is impossible to reach the goal in the shortest path
whenever the initial position of the robot changes. The goal of robot is the left
upper corner and robot’s initial position is set randomly in the experiments. The
goal of robot is the left upper corner and robot’s initial position is set randomly
in the experiments. Many of the actions of going straight were selected before
learning (see Fig. 8) but through the learning, other actions rather than the

Turn left an
angle of 45

degrees and
go straight

Turn right an
angle of 45

degrees and
go straight

Going Straight

Avoiding
obstacles

Nothing
around

Obstacles
around

Reach the
goal

Fig. 7. The structure of initial network: Dotted lines mean inhibitory links and
solid lines mean excitatory links in the internal links
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Table 2. The composition of a classifier
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(a) Before learning (b) After learning

(c) Before learning (d) After learning

Fig. 8. Action results according to different initial positions of the robots

action of going straight were selected. Fig. 8 shows the results of learning when
the initial position of robot is same. While in Fig. 8(a) the robot reached the
goal in 5533 steps, it reached the goal in 1457 steps after learning (see Fig. 8(b)).
Also as shown in Fig. 8(c) and Fig. 8(d), while the robot reached goal in 5435
steps before learning, it reached in 448 steps after learning.

Fig. 9 shows an example of the networks with higher fitness after robot’s
learning. As comparing with the initial network (see Fig. 7), learning procedures
make the links between nodes adapt to the changes of task. Firstly the robot
moved only by going straight, but after learning it moved by selecting the actions
of reaching the goal faster as shown as Fig. 8 and Fig. 9.

The learning mode performance measures how well the LCS is learning to
perform the correct behavior in an environment. In order to evaluate its perfor-
mance, we use the simple measurement of learning performance, the ratio of the
number of correct responses during epoch to the epoch length, as follows [14]:

Number of correct responses during epoch
Epoch length

Fig. 10 shows the average number of correct responses at every epoch. It
proves that the robot can select appropriate behaviors via learning. Table 3
shows the average steps of robot’s reaching the goal. It means the robot reached
the goal much faster after learning.
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Fig. 9. Changes in action selection network after learning: Dotted lines mean
inhibitory links and solid lines mean excitatory links in the internal links

Fig. 10. The average rate of correct responses with respect to epochs
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Table 3. The average steps of robot’s reaching the goal before and after learning

5 Conclusions

In this paper, Maes’ action selection network is the object for learning. It has
a weakness of redesigning the network structure when the task changes. That
is, it is impossible to modify the network defined in the beginning. The network
needs tobe reorganize its structure according to the given tasks. In order to do
this, we applied the idea of learning to the network. As a result, we verified that
the robot reorganized the network structure by making the rules appropriate
to the changing states, and the robot moved successfully. Besides the robot can
select more correct behaviors through learning. However, we used very simple
model that consisted of only four actions in order to show the usefulness of
learning the action selection network. Further works are going on studying more
complicated network with more various nodes that adapts to changes.
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Abstract. In this paper, we present a service composition tool which
enables specification of composite services for users with limited pro-
gramming skills. We view composite services as a loose form of team-
work of service provider agents coordinated by a personal user agent.
Such view enables us to use an existing hierarchical model of teamwork
as the basis for service composition. An extension to the current model
of teamwork is also proposed to achieve flexible and robust execution of
composite services in an open environment.

Keywords: Intelligent Agents

1 Introduction

The World Wide Web is undergoing a significant evolution since Berners-Lee et
al. unleashed the semantic web possibilities in 2001 [2]. The ultimate aim of the
semantic web is to revolutionise today’s web (a human friendly and dependent
information repository) into a machine (agent) friendly backbone connecting
automated service providers across the Internet.

The existence of content markup and service description languages (e.g.
DAML-S and WSDL [12]) alone is not enough to realize the semantic web vision.
Many have identified the importance of service compositions [5, 13] for develop-
ing more complex services using existing services available on the network.

Agents and agent technologies are well recognized as the key players and
the active components in the semantic web world [2]. They are to interpret,
manipulate and execute web services in an open environment.

Viewing web services as agent services, as far as we are concerned, a service
composition problem naturally turns into an agent coordination and collabora-
tion issue. In this paper, we present a novel infrastructure that uses teamwork
framework to realize flexible and robust service composition.

It is well known that the success of the current Web attributes to its ease of
use and the fault tolerance nature of web browsers. If the Semantic Web is to
enjoy a similar level of acceptance by the large majority of normal end users,

T.D. Gedeon and L.C.C. Fung (Eds.): AI 2003, LNAI 2903, pp. 612–623, 2003.
c© Springer-Verlag Berlin Heidelberg 2003
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intuitive service composition tools should be developed to enable users browsing
and combining services in a familiar way as browsing and using the Web content
today. We have implemented a prototype system in order to explore such vision.

The Web is an open environment where services are deployed by different
organizations using various technologies. One of the key characteristics of an
open environment is that services are not available reliably all the time. The
system evolves over time and new services may be added at an ongoing basis.
A successful system operating in such environment must be both flexible and
robust to cope with the uncertain nature of the environment.

Previous study of Beliefs, Desires, and Intentions (BDI) architecture has
shown it is one of most successfully implemented platforms (e.g. JACK [4] and
JAM [9]) for developing systems in dynamic environment [7, 14]. In addition,
work on teamwork addresses issues of how to improve robustness of systems
consist of numerous agents (discussed further in Section 4). For this reason, we
use a BDI architecture, JACK agent development framework, which also provides
an extension for teamwork for the deployed prototype system. We present a
generalizable extension of such a teamwork model that is particularly suitable
for representing composite services.

Our prototype system is built for, and deployed in, the Agentcities1 net-
work. Agentcities is an international initiative, which aims at facilitating the
exploration of a worldwide open network of platforms hosting a variety of inter-
operable agent services. Agentcities grew out of the work of the Foundation
for Intelligent Physical Agents (FIPA)2, which is a standards body focussing
on standards and infrastructure for rational interaction and cooperation among
heterogenous agents.

In this paper, we present:

– A novel view of service composition as a loose form of teamwork, and an
exploration of a team programming environment as a base for service com-
position;

– The use of a goal directed BDI framework to assist in achieving robustness;
– Development of mechanisms for repairing a plan in the event of a team

member (i.e. a service provider agent) becoming incapacitated or failing to
provide the needed service.

In the following sections we present a general approach for realizing our vision
of a service composition tool and explore key characteristics of the design of our
prototype system. It is known as ASKIT, Agent Service Komposition Interface
Tool 3. In section 2, an overall architecture is described. Section 3 introduces the
key concepts of a BDI team oriented programming environment, JACK Teams.
Section 4 explores the team view of service composition, followed by Section 5
describing our extension to the current team plan model. Section 6 compares
our work with others and the paper concludes in section 7.
1 http://www.agentcities.org
2 http://www.fipa.org
3 The prototype of ASKIT for demonstration purposes is available at
http://agentcities.cs.rmit.edu.au:7198/agentcities/login.jsp.
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Fig. 1. A service composition Infrastructure

2 An Overall Architecture

Figure 1 depicts the key components and data flow of an infrastructure that
supports automatic FIPA compliant agent service composition. It consists of
three core components:

– Web interface is responsible for collecting data from end users.
– Service discovery and registry module keeps service provider details, service

types and service APIs. It is also responsible for populating the Web interface
and display available service APIs in an intuitive manner to the end user.

– Team plan generation module is responsible for generating abstract com-
posite service specification from the Web interface data, generate abstract
team plans, backtracking upon plan failures, and generating proxy agents for
interacting with service providers.

In the context of research presented in this paper, a service is modelled as
a service type and a list of interfaces associated with the service. Each interface
has a list of expected input parameters and a list of expected output values. For
example, a bank service type has interfaces to open an account, it takes your
name, address and passport number as input values, and it returns your account
number as an output value of the interface4. Multiple instances of the same
type of service can be available on the network simultaneously. For example, it
is possible that several CD seller services are available on the network, offering
competitive prices. This is one of the key characteristics of the open environments
where services may appear or disappear by the interest of service providers, and
services are not reliably available all the time.

The interface also allows a user to specify the control sequence of a com-
posite service by combining the existing services sequentially, or in parallel, or
combination of both.
4 Due to the limit of pages, interested user are referred to the ASKIT Web site for

further details.



An Infrastructure for Agent Collaboration in Open Environments 615

One of the key characteristics of our architecture is composite services is
specified using service types rather than service providers. When composite ser-
vices are executed, the infrastructure identifies appropriate service providers de-
pending on the configuration of the environment. This enables us to implement
a flexible and adaptive service composition tool which in particular suits for the
dynamic and evolving Web environment.

The current model of services makes simplifying assumptions about ser-
vice description and Ontology issues. Currently, the system only interacts with
a known set of services using directory facilitators for agent service discovery.
However, this should not influence the demonstration of our service composi-
tion ideas. We expect to extend the Service Discovery and Registry module to
accommodate the current industry standard such as UDDI5.

The infrastructure automatically generates the source code for a team proxy
agents that are responsible for interacting with each service provider agent so as
to fulfill the specified composite service. This is based on our view of composite
services as teamwork among service provider agents. Section 4 has further dis-
cussion on this, and Section 5 describes how the current model of teamwork can
be extended to improve the overall flexibility and robustness of the system.

3 JACK Teams

JACK Intelligent AgentsTM is an extension of the Java programming language
designed to provide additional programming constructs for developing applica-
tions 6. It is based on the Beliefs, Desires, and Intentions model [3] and previous
practical implementations of such systems, for example, JAM [9].

The BDI agent model is an event-driven execution model providing both
reactive and proactive behaviour. In this model, an agent has certain beliefs
about the environment, has goals (desires) to achieve, and has plans (intentions)
describing how to achieve goals. One of the key strengths of the BDI architectures
is their ability to recover from failures by selecting alternative plans to achieve
the same goal.

JACK Teams is an extension of JACK Intelligent AgentTM for Team Ori-
ented Programming. It is a nuance of Agent Oriented Programming aimed at
developing teams of agents. Programming of teamwork amongst agents is an
area that has been recognised as causing a range of challenges and difficulties.

JACK Teams does not operate with the traditional constructs of mutual
belief, joint goals, and joint intentions [6]. Rather it has a hierarchical team
model where the team entity at each level is reified and contains its own beliefs,
goals and intentions, giving a model of team. JACK Teams takes the approach
of modelling the team as a specific entity, separate from its members. Having
a team entity explicitly modelled allows for reasoning to be done at the level
of the team, rather than at the level of team members. Thus reasoning about
5 Universal Description, Discovery ad Integration of Web Services at
http://www.uddi.org

6 An evaluation package is available for download from www.agent-software.com.au
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which team plan to use, based on the situation, is encapsulated within the team
entity.

Roles are conceptual entities which are defined by the events that are required
to be handled by that role, events that can be generated by that role - with
the expectation that the team entity will handle these and beliefs which are
propagated to and from the role.

A team plan is used to describe how to go about achieving a particular goal
of the team executing the plan. A team plan declaration includes a set of team
members required to achieve its goal (called role positions). The strategy within
a team plan typically involves co-ordination of its team members. It is described
in terms of role positions associated with the team plan using programming
constructs such as @team achieve(...) (sets out a goal for a team member) and
@parallel(...) (executes multiple tasks concurrently) statements.

A team entity declaration includes what roles the team uses. Once a team
entity is instantiated, it is possible to assign members to role containers which
can be thought of as groupings of team members, organised according to the
kind of function, i.e. role, they can have within the particular team. At this
stage there is no commitment for any particular team member to play a part
within a given team plan. Once the team entity chooses a plan to execute in the
service of one of its goals, the role-positions required by the plan must be filled
by particular agents from the role containers. It is only when a member accepts
a role position in a particular plan that it commits to acting on behalf of the
team.

JACK Teams is especially well suited to modelling larger organisations where
there is a hierarchical structure which can readily be modelled as teams within
teams. In these contexts the concept of the team as an entity which can itself
be a team member is very powerful.

4 Composite Services and Teamwork

In this section, we present our approach of viewing composite services as a form
of teamwork. A comparison study is also presented to differentiate our approach
from the existing teamwork literature.

4.1 A Team Plan View of Service Composition

In the work presented in this paper, we view a composite service as a particular
form of hierarchical teamwork involving an agent pursuing goals on behalf of
its user and service providers. In this model, only the user agent views its ser-
vice providers as its team members, and the service providers do not have any
awareness of their roles played within the team.

The standard view of agent interactions in a system such as Agentcities is
that interaction between agents happens according to protocols which are agreed
in advance and which form the basis of interaction patterns between participat-
ing agents. One of the difficulties of the protocol based view of agent interactions
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is that the protocols must be decided in advance, prior to the development of all
agents who will use these protocols. In this context, we refer to an interaction
protocol as a description of exact sequences of permitted messages between the
interacting agents (service providers). It is a useful implementation level descrip-
tion of interactions, and developers of the system should follow the specification.
It is important to note that such a specification includes all possible scenarios
of the conversation including successful and failure cases of the interaction.

Our view is that while some basic protocols are necessary at the imple-
mentation level, it is useful to be able to specify and program customized and
extended conversation using the existing services without detailed specification
of individual conversation. That is, such a specification of composite services
should only capture the new scenarios of composite services without showing
every possible conversation with every individual services. In our approach, the
translation process of such a specification of composite services deals with the
detailed specification of individual conversations.

This is one of key characteristics of our system which enables the end users
with limited programming experience to compose new services using the services
available on the network. From the end users’ perspective of our system, the
specification of a composite service is only a matter of specifying synchronization
and co-ordination of existing services and input values for each service.

Such an abstract representation of composite services captures the aspects of
a composite service that are concerned with the co-ordination and synchroniza-
tion of messages between the service providers and the initiating agent. Team
plans as described in the previous section are concerned with synchronization and
co-ordination of activities done by different agents. Consequently we see team
plans as an ideal tool to use for both coordinating the actions and interactions
of agents and for composing the services offered by other agents.

In JACK Teams, the separation of teams from individual agents enables
an abstract specification of coordination strategies as team plans. An individual
agent then figures out how to achieve its assigned task from the team and reports
the outcome of the assigned task once it finishes the execution. In fact, such an
approach of teamwork model enables an implementation of service composition
model which we proposed above.

In this model, team plans are used to capture the order of execution of
composite services. It only captures the sequence of interaction which the end
user of our system specified. An individual interaction with a particular service
provider is represented as a task for a team member to achieve, and it is the team
member’s responsibility to ensure coherent interaction with the service provider.

4.2 Roles of Proxy Agents

A service composition involves more than a simple exchange of messages between
service providers and a user agent. For example, an interaction involves discovery
of service providers, management of different interaction protocols, and message
delivery over the network just to name a few issues involved. Furthermore, service
providers are not aware of their roles within a team. For example, a service
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provider could disappear any time during the interaction, and it does not agree
to meet any responsibilities as a member of a team.

Proxy agents are responsible for the management of individual interaction
with service providers. Proxy agents hide most of the environment specific re-
quirements (FIPA standards in this case) and ensure reliable interaction with
unreliable services. Key roles of a proxy agent are summarized below.

– Failure Management: Proxy agents deal with failure of various kinds, eg.
a restaurant booking service is unable to make a booking due to its restaurant
is fully booked.

– Time out management: An proxy agent monitors the progress of an inter-
action. It declares failure if the service provider associated with the proxy
agent does not reply within a reasonable time.

– Interaction protocol management: Currently each proxy agent knows FIPA-
QUERY and FIPA-REQUEST interaction protocols. Depending on the in-
teraction protocol used by a service provider, the proxy agent prepares ap-
propriate messages.

– Content language management: Conversion of content language to/from an
end user friendly format.

– Message delivery management: Delivers messages over the network and re-
ports any failures.

The proxy agents implement the basic requirements to play a part in a team,
and it enables our view of composite service as a form of teamwork transparently
to service providers.

4.3 A Comparison with the Teamwork Literature

Over the past decade, theoretical analyses of teamwork [6, 8, 11] have lead to
a variety of practical approaches to facilitating the implementation of coordi-
nated agent activity, e.g. [1, 16]. It is aimed at decreasing the complexity of
developing a team of collaborative agents and improve the overall robustness of
the system. Aspects of this have been well illustrated by empirical work, e.g. [16].

In the teamwork literature, collaborative activities are typically achieved by
team members having certain beliefs about the team while executing team plans.
For example, [6] argue that teamwork involves more than team members obeying
certain rules, but also team members having certain commitments as a member
of the team such as being responsible to make its knowledge about the progress
of the current goal mutually known when it knows something different from what
was known previously.

In comparison with the previous work on teamwork, our view of composite
services as a form of teamwork has a much looser notion of teams. Our approach
realizes that a service composition is analogous to a specification of team plan
from the perspective of a user who is composing the services. Furthermore, the
implementation of the service composition infrastructure based on the teamwork
framework would complement each other since both domains inherently share
the similarities.
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Despite the fact that our approach does not comply with the previous work
on teamwork in several aspects, we can assume the outcomes of co-operative
tasks, i.e. composite services, will not suffer from constant failures due to lack
of understanding as a team amongst team members. It is based on the assump-
tion that service providers are typically co-operative once they agree to provide
services although the services can be expensive 7.

In the service composition domain, we believe a reliable discovery of services
and a smart recovery strategy from failed interaction are important to achieve
the robust execution of composite services. Section 5 describes our approach to
improve the current model of teamwork to address these issues.

5 Extending Team Plans for Robust Execution

In any form of teamwork, an outcome of joint effort largely depends on the par-
ticipating team members’ performance as well as the environmental influences.
For example, one of the major motivations of Tambe’s work [16] on his general
model of teamwork is to improve the overall robustness of executing joint plans
by having generalised model of teamwork as a part of the underlying infras-
tructure. A large portion of the underlying teamwork model is concerned with
the behaviours of failed team members. Furthermore, additional work has been
done to improve the robustness by exploring the possibilities of monitoring the
progress of team members [10].

The uncertain nature of the open environments introduce a new problem
to the current teamwork models which has not been addressed in the current
practical work on BDI platforms and teamwork models. Typically, the failure
recovery approach available in such systems is the infrastructure support to se-
lect an alternative plan to achieve the same goal. This process continues until
either the goal is achieved or all applicable plans failed to achieve the goal. Such
an approach to failure recovery potentially imposes computational redundancy
especially in the service composition type of teamwork. For example, unless a
smart team member selection algorithm is implemented in the system, an alter-
natively selected plan could select a completely different set of team members
and the effort of previously selected team members is completely wasted. In
other words, in face of a certain sub-team failure, we do not want to reconstruct
the whole team again, we want to be able to replace only the failed sub-team or
team member.

We propose a new approach of failure recovery which extends the current
model of teamwork as an additional means to achieve the robust execution of
team plans. In this model, a failed plan is analyzed to identify the cause of
failure, finds a replacing team member for the failed step, performs backtracking
and the failed plan resumes with a new set of team members.

This approach is based on our observation of composite services in open en-
vironments where the failure of a particular service does not often indicate the
7 We are currently not concerned with the security issues of open environments.
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failure of the entire composite service. This approach is suitable given the fact
that there are multiple instances of the same type of service available, and ser-
vices are typically independent of each other since they are deployed by different
organizations. Also bear in mind, we are trying to develop an easy to use ser-
vice composition tool for end users who have limited programming experiences.
Therefore, it is more desirable to ensure the robust execution of specified com-
posite services, rather than relying upon the users to specify alternative plans
to achieve the same goal.

In our approach, a generated team plan is executed until either the plan suc-
ceeds, or all combination of team members (service providers) are attempted and
have failed to fulfil the requirements. This is an additional level of backtracking
we built on the existing BDI model of failure recovery. The backtracking process
involves five steps:

1. Find a failed step in the team plan
2. Find an alternative service provider of the same type and replace the failed

service provider
3. Mark all the interfaces associated with the failed service provider as not

executed
4. Identify any other steps which depend on the output of failed steps and mark

as not executed (perform this recursively)
5. Re-execute the plan

To implement the backtracking strategy, we implemented an additional data
structure which keeps track of the current execution state of a team plan. The
data structure holds information required to perform the backtracking, which
includes information such as an execution-state flag (true if it was successfully
executed), dependency with other steps in the plan, and assignment of a team
member to a role. Dependencies amongst the steps of a team plan are analyzed
at the compilation time of the user specified composite services.

A hypothetical example illustrating the need for smart backtracking is a sit-
uation where a user wishes to purchase a hi-fi unit for his office, and a CD, but
also wants to check that the hi-fi unit chosen is one for which there is a suit-
able power supply amongst those available at the workplace. Assume there are
agents selling hi-fi units, an information agent providing information about avail-
able power supply units and agents that sell CDs. It is necessary to select a hi-fi
unit in order to check availability of the power supply, as this is different for
different units. However the user does not want to commit to purchase until it
is confirmed that an appropriate power supply is available. Figure 2 illustrates
the interaction.

Assume that the first three steps execute successfully, but the fourth step
fails as the agent has now sold the hi-fi that was available. This necessitates
going back to redo the first step. The third step will also need to be re-done,
as it is dependent on the output of the first step. The second step on the other
hand is independent and does not need to be repeated. Our system takes care
of these dependencies, backtracking to redo only necessary steps.
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Fig. 2. Hi-Fi Ordering Example

The additional level of backtracking we developed could easily be extended
to implement a generalized model for other domains. Our approach potentially
provide a useful basis for development of multi-agent systems, in particular where
a selection of team members is important.

6 Related Work

In this section, we discuss three pieces of related work that are strongly relevant
to our work presented in this paper.

eFlow [5] is a service composition platform designed for specification, man-
agement, and execution of composite services using the existing Web-based ser-
vices, primarily designed for the future e-business applications. The project aims
at developing an enabling technology for more customisable and dynamic com-
posite services. A composite service is modeled as a graph which defines the
order of execution. The nodes in a graph includes service selection rules, which
enables a dynamic selection of service providers. The system is flexible to in-
corporate new services and broker agents as the configuration of environment
changes over the time.

eFlow and the ASKIT share great deal of similarities. In particular, both
approaches enable specification of sequential and parallel execution, dynamic
allocation of service providers, and provides support to access every instances
of the same type of service just to name a few common characteristics. eFlow
focuses on the development of infrastructure support for organization deploy-
ing services and manage their services easily. In comparison, our project aims
at developing a service composition tool that enables end users with limited
programming experiences compose flexible and robust services using services
available on the network.

SWORD [13] is another implemented service composition tool. In SWORD,
a service is represented as a simple rule using its expected input values and
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output values. Those rules of existing services are stored in a rule-based expert
system and they are used to determined if a new composite service can be realized
using the existing services given the expected input and output values of the new
service. The primary contribution of their work is their approach of automatically
generating new composite services. Our approach differs significantly in that our
interface enables a user compose customized services by directly manipulating
a set of service types currently available on the network. Ultimately, these user
specified composite service can be kept in plan libraries for re-use.

Sycara et. al. [15] present an agent capability description language called
LARKS that is used for the matchmaking process of services available on the
Internet. Their work is primarily concerned with the development of a service de-
scription language and the implementation of the efficient and adaptive match-
making process. Work on service description languages such as LARKS and
WSDL is important for the service registration and discovery aspect of our sys-
tem.

7 Conclusions

In this paper, we present a service composition tool-ASKIT, which enables users
with limited programming experiences to compose customized services using the
existing services available on the Agentcities network. We extended the cur-
rent teamwork model in that a failed team plan is repaired by only replacing
the failed team member, i.e. service provider, but not discard the whole team.
Backtracking is performed so that the failed plan resumes its execution with-
out any redundancy. We demonstrate such a failure recovery method using an
fictional example composite service. Aspect of key features of our system are
demonstrated through the web interface.

Being a prototype system, ASKIT has demonstrated the feasibility of imple-
menting composite services using team plans. Moreover, the prototype system
is developed on Agentcities network and has live interaction with other agent
services. Currently, we are working on simple hierarchical team structures, where
the team coordination is heavily imposed upon the personal user agent (the ab-
stract team). Future work will look into other team architectures, taking into
account joint intention and commitment using belief propagation among team
members. We will also look at the Web services in the commercial world to com-
pare the agent and teamwork approach with the standard industry approach.
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Abstract. Convolutional neural networks (CNNs) represent an interest-
ing method for adaptive image processing, and form a link between gen-
eral feed-forward neural networks and adaptive filters. Two dimensional
CNNs are formed by one or more layers of two dimensional filters, with
possible non-linear activation functions and/or down-sampling. CNNs
possess key properties of translation invariance and spatially local con-
nections (receptive fields). We present a description of the convolutional
network architecture, and an application to practical image processing
on a mobile robot. A CNN is used to detect and characterize cracks on
an autonomous sewer inspection robot. The filter sizes used in all cases
were 4x4, with non-linear activations between each layer. The number of
feature maps used in the three hidden layers was, from input to output,
4, 4, 4. The network was trained using a dataset of 48x48 sub-regions
drawn from 30 still image 320x240 pixel frames sampled from a pre-
recorded sewer pipe inspection video. 15 frames were used for training
and 15 for validation of network performance. Although development of
a CNN system for civil use is on-going, the results support the notion
that data-based adaptive image processing methods such as CNNs are
useful for image processing, or other applications where the input arrays
are large, and spatially / temporally distributed. Further refinements of
the CNN architecture, such as the implementation of separable filters,
or extensions to three dimensional (ie. video) processing, are suggested.

1 Introduction

The term convolutional network (CNN) is used to describe an architecture for
applying neural networks to two-dimensional arrays (usually images), based on
spatially localized neural input. This architecture has also been described as the
technique of shared weights or local receptive fields [1, 2, 3] and is the main
feature of Fukushima’s neocognitron [4, 5]. Le Cun and Bengio [6] note three ar-
chitectural ideas common to CNNs: local receptive fields, shared weights (weight
averaging), and often, spatial down-sampling. Processing units with identical
weight vectors and local receptive fields are arranged in an spatial array, cre-
ating an architecture with parallels to models of biological vision systems [6].

T.D. Gedeon and L.C.C. Fung (Eds.): AI 2003, LNAI 2903, pp. 641–652, 2003.
c© Springer-Verlag Berlin Heidelberg 2003



642 Matthew Browne and Saeed Shiry Ghidary

A CNN image mapping is characterized by the strong constraint of requiring
that each neural connection implements the same local transformation at all
spatial translations. This dramatically improves the ratio between the number
of degrees of freedom in the system and number of cases, increasing the chances
of generalization [7]. This advantage is significant in the field of image process-
ing, since without the use of appropriate constraints, the high dimensionality
of the input data generally leads to ill-posed problems. To some extent, CNNs
reflect models of biological vision systems [8]. CNNs take raw data, without the
need for an initial separate pre-processing or feature extraction stage: in a CNN
the feature extraction and classification stages occur naturally within a single
framework.

In the CNN architecture, the ’sharing’ of weights over processing units re-
duces the number of free variables, increasing the generalization performance of
the network. Weights are replicated over the spatial array, leading to intrinsic
insensitivity to translations of the input - an attractive feature for image classi-
fication applications. CNNs have been shown to be ideally suited for implemen-
tation in hardware, enabling very fast real-time implementation [9]. Although
CNN have not been widely applied in image processing, they have been applied
to handwritten character recognition [2, 9, 10, 11] and face recognition [7, 8, 12].
CNNs may be conceptualized as a system of connected feature detectors with
non-linear activations. The first layer of a CNN generally implements non-linear
template-matching at a relatively fine spatial resolution, extracting basic features
of the data. Subsequent layers learn to recognize particular spatial combinations
of previous features, generating ’patterns of patterns’ in a hierarchical manner.
If down-sampling is implemented, then subsequent layers perform pattern recog-
nition at progressively larger spatial scales, with lower resolution. A CNN with
several down-sampling layers enables processing of large spatial arrays, with
relatively few free weights.

The present paper presents an application of CNN to an applied problem
associated with the development of the visual system of a KURT2 robot [13].
This robot is used in present experiments on autonomous sewer inspection and
is equipped with an infra-red video camera, as well as other sensors. The task of
the system is the online detection of cracks and other faults in sewer pipes. The
cracks are defined by a relatively distinctive space-frequency structure. However,
they are often embedded in a variety of complex textures and other spurious
features. Lighting and reflection effects present an additional source of difficulty.
The implementation and performance of the CNN architecture is discussed in
terms of this application. The CNN is also applied to certain artificial image
processing problems.

Figure 1 shows the architecture of a CNN with two layers of convolution
weights and one output processing layer. Neural weights in the convolution layers
are arranged in an 2-D filter matrices, and convolved with the preceding array. In
figure 1, a single layer 1 neural filter is shown operating at two different spatial
translations on the input array. The output (shaded pixel) forms a spatially
distributed feature map, which is processed by the second convolutional layer,
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Output
Array

Feature
Array

Input
Array

Layer 1 Layer 2 Layer 3

Fig. 1. Architecture of a CNN with a single convolutional neuron in two layers.
A 5x5 filter at two different translations is shown mapping to shaded pixels in the
first feature array. Shaded pixels in turn are part of the local feature information
which is mapped to the output (or second feature) array by a second 5x5 filter

and passed to the output array. down-sampling of the feature array may be
implemented between the convolution layers. For fixed filter sizes, this has the
effect of increasing the spatial range of subsequent layers, while reducing the
level of spatial resolution. As with most neural networks, the exact architecture
of a CNN should depend on the problem at hand. This involves determination
of: the mixture of convolutional and down-sampling layers (if any), filter-weight
sizes, number of neurons, and interconnectivity between layers.

Figure 2 shows an example CNN with two hidden layers and multiple neurons
in each layer, with down-sampling being implemented by the second layer.

Figure 3 displays the application of a simple CNN to a problem of detecting
road markers from a camera image mounted above an intersection. It may be
seen that the feature arrays in layer 1 capture simple features, while the feature
arrays in the second hidden layer capture have more complex responses. The
final output of the system does a good job of detecting road markers despite low
degrees of freedom, a high degree of noise, and the presence of many distractors
such as cars or road signs.

2 Convolutional Neural Networks

CNNs perform mappings between spatially / temporally distributed arrays in
arbitrary dimensions. They appear to be suitable for application to time series,
images, or video. CNNs are characterized by:
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input
array

output
array

1x3@5x5

3x2@3x3

2x1@5x5

Downsample

Fig. 2. Architecture of a fully interconnected CNN with multiple neurons in
the convolution layer, and a factor of two translation in the second layer

– translation invariance (neural weights are fixed with respect to spatial trans-
lation)

– local connectivity (neural connections only exist between spatially local re-
gions)

– an optional progressive decrease in spatial resolution (as the number of fea-
tures is gradually increased).

These constraints make a CNN operate like a system of interconnected fil-
ters, and profitable comparisons may be made between other filtering systems,
since the neural weights of a CNN operate like the taps of a system of finite im-
pulse response (FIR) or wavelet filters. Thus a trained CNN may be thought of
trainable filter system, custom made for a certain function mapping application.
Finally, CNNs allow the processing of large spatially distributed arrays without
a correspondingly large number of free parameters, increasing the chances of
minima avoidance and generalization.

Initially, we will describe the case of one dimensional input and a single hid-
den layer. Extensions may then be made to multiple dimensions and multiple
layers, with possible operation of down-sampling. We wish to obtain the formula
for changing the weight and bias parameters of a CNN given a training set of
input-output pairs ξμ

k,r, ζ
μ
i,p. The indexes {i, j, k} refer respectively to neuron ar-

rays in the output, hidden, and input layers. In a CNN neurons are ’replicated’
with respect to spatial translation, although they share the same weight and bias
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Input Array Target Array

Fig. 3. Input, feature, and output arrays of a convolution network applied to
detecting road markers

Table 1. Indexes and array terms, organized with respect to layer and data type

output hidden input

array label O V ξ

array index i j k

spatial index p q r

weight index s t

vectors. Indices {p, q, r} are to used as a spatial index for each layer. A property
of CNNs is that translated neurons hμ

j,q receive only local connections from the
previous layer: a CNN is not a fully interconnected network. So, when calcu-
lating the net input to a particular translated neuron, it is convenient to index
the spatially distributed weights separately, using indices s, t, u. The weights of
a CNN are invariant to spatial translation, so it is natural to think of the set
of weights wt

j,k, t = {−T, .., 0, ..., T} as a filter that connects input array ξμ
k,r to

feature array V μ
j,q. 2T + 1 is the size of the region surrounding each translation

point for which network weights exist, ie. the filter size.
A summary of the indices used in the present paper is shown in table 1.
Given input pattern μ hidden unit j, q receives net input

hμ
j,q =

∑
k

∑
t

wt
j,kξ

μ
k,q+t + bj (1)
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where the index to ξμ
k is clamped to spatially local positions, centered at trans-

lation q, by setting r = q + t. The term bj refers to the usual constant bias. The
neural output forms the hidden feature arrays, produced by the transfer function

V μ
j,q = g

(
hμ

j,q

)
. (2)

The neuron at translation p in the ith array in the output layer receives
net input

hμ
i,p =

∑
j

∑
s

ws
i,jV

μ
j,p+s + bi (3)

where, as before, s = {−S, .., 0, ..., S}, and 2S + 1 describes the length of the
filter in the output layer, and relative indexing has been substituted for absolute
indexing; q = p + s. Final output of the network is

Oμ
i,p = g

(
hμ

i,p

)
= g

(∑
j

∑
s

ws
i,jV

μ
j,p+s + bi

)
. (4)

Identical to the effect of applying two convolution filters sequentially, CNNs
with hidden layers result in progressively larger portions of the input contributing
to the function, Op = f(ξp−S−T , ..., ξp, ..., ξp+S+T ).

3 Delta Rule for CNNs

Although CNNs make use of the same weight update rule as normal neural
networks, some care should be taken in implementation, particularly with dif-
ferential indexing of spatial translation and feature maps.

As with normal ANNs, the cost function of a CNN is

E =
1
2

∑
μ,i,p

[
ζμ
i,p − Oμ

i,p

]2
. (5)

We find the derivative of the error with respect to the sth weight of the filter
connecting the jth feature array to the ith output array

∂E

∂ws
i,j

= −
∑
μ,p

[
ζμ
i,p − g

(
hμ

i,p

)]
g′
(
hμ

i,p

)
V μ

j,p+s (6)

which, used in combination with the familiar gradient descent weight update
rule yields

Δws
i,j = η

∑
μ,p

δμ
i,pV

μ
j,p+s (7)
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where

δμ
i,p =

[
ζμ
i,p − g

(
hμ

i,p

)]
g′
(
hμ

i,p

)
. (8)

In order to find the weight change of the input to hidden connections ws
j,k the

delta rule is applied with a change of indices

Δws
j,k = η

∑
μ,q

δμ
j,qξ

μ
k,q+t (9)

where

δμ
j,q =

∑
s

g′
(
hμ

j,q

)∑
i

δμ
i,q−sw

s
i,j . (10)

Bias terms bi and bj are treated as normal weights with constant input, and may
be likewise updated using (10) and (11).

4 Down-Sampling

Often when applying CNNs we wish to progressively reduce spatial resolution
at each layer in the network. For example, a CNN may be used for classification
where an image is mapped to a single classification output. Given fixed filter
sizes, reducing spatial resolution has the effect of increasing the effective spatial
range of subsequent filters. In a CNN with down-sampling in each layer, the out-
come is a gradual increase in the number of features used to describe the data,
combined with a gradual decrease in spatial resolution. Because the change in
coordinate system is accomplished in a nonlinear, incremental, hierarchical man-
ner, the transformation can be made insensitive to input translation, while in-
corporating information regarding the relative spatial location of features. This
provides an interesting contrast to methods such as principle components anal-
ysis, which make the transition from normal coordinate space to feature space
in a single linear transformation.

We can rewrite the previous formulas for calculating the output of the net-
work, given that both layers incorporate spatial down-sampling. This has been
previously accomplished using a separate ’averaging’ layer with fixed neural
weights [2]. However, it is described below by increasing the shift indexes by
a factor of two, thus combining adaptive and down-sampling functions. Since
the averaging layer in the method of Le Cun [2] may be specified by a ’double
shift’ layer with a filter size of 2, it may be shown that the present formalism is
essentially similar, albeit more general, and allowing for adaption of previously
fixed averaging weights.

hμ
j,q =

∑
k

∑
t

wt
j,kξ

μ
k,2q+t + bj (11)

hμ
i,p =

∑
j

∑
s

ws
i,jV

μ
j,2p+s + bi (12)
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The output of the network is then

Oμ
i,p = g

(∑
j

∑
s

ws
i,jg

(
hμ

j,2p+s

)
+ bi

)
(13)

= g
(∑

j

∑
s

ws
i,jg

(∑
k

∑
t

wt
j,kξ

μ
k,4p+2s+t + bj

)
+ bi

)
. (14)

For a general CNN with N layers, being some combination of non-down-sampling
and down-sampling layers, and filter sizes being given by Fn, the local region of
input contributing to the output is given by the recursive formulas

Rn+1 = Rn + Fn − 1 if non− down− sampling (15)
Rn+1 = 2(Rn + Fn)− 3 if down− sampling (16)

given R1 = F1. Given fixed filter sizes Fn, it is clear that the input ’window’ of
CNN may grow rapidly as the number of down-sampling layers increase. Most
wavelet transforms utilize a similar nested series of down-sampling operations,
achieving significant computational savings. In fact, given a tree-like connectivity
between feature arrays, the sub-sampled CNN may be profitably conceptualized
as a wavelet transform with adaptable filters.

For down-sampling layers, the weight update rules are identical to [7] and
[9], with the shift indices p and q increased by a multiple of two.

5 Method

CNNs are investigated in the current work for use as an image processing system
on an autonomous mobile robot (see [14, 15] for details). The task of the system
is autonomous detection and characterization of cracks and damage in sewer pipe
walls. The robot scans the pipe wall using a monochrome CCD camera, which is
digitally converted at a resolution of 320x240 pixels per frame. The task of the
CNN is to perform filtering of the raw pixel data, identifying the spatial location
of cracks, enabling subsequent characterization of the length, width, etc of the
damage. Figure 4 displays a sample input frame, along with the ideal output of
the CNN. Although the cracks are easily identifiable by eye, the image processing
task is quite complex, as variability in lighting and orientation, width and type
of crack, along with the presence of other crack-like structures (such as joins
between pipe sections), combine to make a challenging computer vision task.

A representative data-set of 30 frames from an on-line recording session were
manually classified for training and validation of the network. A training data set
was generated using 15 of the images, sampling 737 pixel locations. Although
all pixel locations had associated targets, not every pixel was used for train-
ing because of: a) computational expense, and b) the low proportion of ’crack’
to ’clean’ training samples tended to bias the network towards classifying all
samples as ’clean’. Alternatively, it would be possible to use a biased learning
procedure, where the error generated by the rarer class would be weighted in in-
verse proportion to the ratio of occurrence. A validation set of 676 pixel locations
drawn from a separate set of 15 video frames was also generated.
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input image target image

Fig. 4. Example input and target images for large cracks on a concrete pipe.
Note the horizontal feature in the upper left image is a pipe joint, not a crack.
Differentiating between pipes and joints, accounting for shadows and lighting
effects are significant challenges for a detection / filtering system

The CNN architecture used involved a total of five layers: a single input
and output map, and three hidden layers. The filter sizes used in all cases were
4x4, and the activation function used was a tan-sigmoid for the hidden layers
and log-sigmoid for the output layer. The number of feature maps used in the
three hidden layers was, from input to output, 4, 4, 4. The number of neural
weights to be optimized was 680 while the input to the network was a square
region with side lengths of 48 pixels, yielding a total of 2304 pixel inputs to the
network. These figures are indicative of the degrees-of-freedom saving achieved
by the weight sharing method. Training was conducted using standard weight
updated rules, as described about, for 10,000 epochs, using gradient descent with
an adaptive learning rate and momentum, requiring approximately three hours
of compute time. The network was implemented in C++.

6 Results

All pixels in the validation set were correctly classified except one. Final clas-
sification on the training set was 98.1% and classification of the validation set
was 95.1%. We note that some of the misclassified pixels were non-cracks, spa-
tially adjacent to crack pixels. Thus, there is some inherent uncertainty in the
classification task. Figure 5 displays three example validation frames, that were
representative of the data set, including crack present, no crack and pipe joint,
and crack and joint together. The network appears to have successfully ignored
the presence of joints, and attenuated lighting effects while enhancing the cracks.
In the context of the application to sewer pipe defect detection and character-
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Output

Input

Fig. 5. Example input and CNN output frames. Note that because of the 48
pixel window required by the network, the output image represents a subregion
of the input

ization, the output may be profitably used by a subsequent crack detection
algorithm. However, the present system is in its early stages, and we believe
that further refinement may provide better results.

7 Discussion

We have described and applied a general CNN architecture to a ’real-world’ prob-
lem of some interest to the civil robotics community. CNNs may be expected
to achieve significantly better results than standard feed-forward networks for
many tasks because they impose appropriate constraints on the way the func-
tion mapping is learnt. The key characteristics of local connectivity, and trans-
lation invariant weight sharing, are appropriate when the input data is spatially
or temporally distributed. In addition, implementing down-sampling allows the
network to progressively trade-off resolution for a greater input range.

In testing the present CNN, some issues became apparent. Firstly, our next
task is to implement training using Levenburg’s method, which should improve
the quality of results considerably. Training using bitmap type images results in
an over abundance of training sample points. It appears that, in order to maxi-
mize the available computational resources, that not all pixel-centre points of the
training set should be used. Rather, a representative sub-sample would be more
appropriate. In the present application, this might mean over-sampling joints
as opposed to flat-wall regions, or thin cracks as opposed to thick cracks. This
may be done manually by hand-coding multiple targets, and sampling each one
equally. Alternatively, some statistical criteria might be developed for selection
of a representative data subset. Also, we have not yet done work on deciding
the best CNN architecture for a given application - the present architecture was
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simply chosen as appearing reasonable for the current application. Determina-
tion of the architecture of the CNN, like many applications of neural networks,
was somewhat arbitrary, based on user judgment rather than well defined rules.

As yet, the utility of CNNs does not appear to have been fully realized, and
applications to a wide variety of data-types and function mapping problems (ie.
physiological recordings, financial time-series analysis, automatic satellite image
processing) remain to be explored. In particular, through the implementation of
3-D filters, CNNs may represent a computationally feasible method of adaptive
video processing. Refinements in the CNN architecture remain to be explored.
For example, sequential CNN layers comprising 1xN and Nx1 filters may be used
to learn separable NxN filter functions. There are clear links between CNNs
and finite impulse response filters, adaptive filters, and wavelet transforms, and
theoretical work bridging these disciplines would be of significant interest. As
a final point, the development of methods for adapting the CNN architecture
via discriminant or entropy-based cost functions, similar to those developed for
wavelet packet analysis, would be of significant interest.
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Abstract. Automated image interpretation is an important task in nu-
merous applications ranging from security systems to natural resource
inventorization based on remote-sensing. Recently, a second generation
of adaptive machine-learned image interpretation systems have shown
expert-level performance in several challenging domains. While demon-
strating an unprecedented improvement over hand-engineered and first
generation machine-learned systems in terms of cross-domain portability,
design-cycle time, and robustness, such systems are still severely limited.
This paper inspects the anatomy of the state-of-the-art Multi resolution
Adaptive Object Recognition framework (MR ADORE) and presents ex-
tensions that aim at removing the last vestiges of human intervention still
present in the original design of ADORE. More specifically, feature se-
lection is still a task performed by human domain experts and represents
a major stumbling block in the creation process of fully autonomous im-
age interpretation systems. This paper focuses on minimizing such need
for human engineering. After discussing experimental results, showing
the performance of the framework extensions in the domain of forestry,
the paper concludes by outlining autonomous feature extraction meth-
ods that may completely remove the need for human expertise in the
feature selection process.

Keywords: Computer Vision, Machine learning, Reinforcement learn-
ing.

1 Introduction & Related Research

Image interpretation is an important and highly challenging problem with nu-
merous practical applications. Unfortunately, hand engineering an image inter-
pretation system requires a long and expensive design cycle as well as subject
matter and computer vision expertise. Furthermore, hand-engineered systems
are difficult to maintain, port to other domains, and tend to perform adequately
only within a narrow range of operating conditions atypical of real world sce-
narios. In response to the aforementioned problems, various automated ways of
constructing image interpretation systems have been explored in the last three
decades [10].
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Based on the notion of “goal-directed vision” [9], a promising approach for
autonomous system creation lies with treating computer vision as a control prob-
lem over a space of image processing operators. Initial systems, such as the
Schema System[9], had control policies consisting of ad-hoc, hand-engineered
rules. While presenting a systemic way of designing image interpretation sys-
tems, the approach still required a large degree of human intervention. In the
1990’s the second generation of control policy-based-image interpretation sys-
tems came into existence. More than a systematic design methodology, such sys-
tems used theoretically well-founded machine learning frameworks for automatic
acquisition of control strategies over a space of image processing operators. The
two well-known pioneering examples are a Bayes net system [15] and a Markov
decision process (MDP) based system [8].

Our research efforts have focused on automating the latter system, called
ADaptive Object REcognition system (ADORE), which learned dynamic im-
age interpretation strategies for finding buildings in aerial images [8]. As with
many vision systems, it identified objects (in this case buildings) in a multi-step
process. Raw images were the initial input data, while image regions containing
identified buildings constituted the final output data; in between the data could
be represented as intensity images, probability images, edges, lines, or curves.
ADORE modelled image interpretation as a Markov decision process, where the
intermediate representations were continuous state spaces, and the vision proce-
dures were actions. The goal was to learn a dynamic control policy that selects
the next action (i.e., image processing operator) at each step so as to maximize
the quality of the final image interpretation.

As a pioneering system, ADORE proved that a machine learned control policy
was much more adaptive that its hand-engineered counterparts by outperforming
any hand-crafted sequence of operators within its library. In addition, the sys-
tem was effortlessly ported to recognize stationary (staplers, white-out, etc.) in
office scenes and again was shown to outperform operator sequences designed by
human domain experts [7]. However, the framework of ADORE was still limited
in a number of ways and left several directions for future work and improve-
ment. This paper discusses perhaps the biggest stumbling block to realization
of autonomous image interpretation systems, namely, the need for hand-crafted
features. The project that investigates approaches to fully autonomous object
recognition systems is named MR ADORE for Multi-Resolution ADaptive Ob-
ject REcognition [3].

The rest of the paper is organized as follows. First, we review the requirements
and design of MR ADORE, in order to demonstrate the critical assumptions
made and the resulting difficulties. We then present framework extensions that
minimize the need for hand-crafted features and present experimental results of
applying the upgraded system to the domain of forestry. The paper concludes
with future research directions on how to completely replace domain experts
with automated feature selection methods.
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Fig. 1. Artificial tree plantations result in simple forest images. Shown on the
left is an original photograph. The right image is the desired labeling provided
by an expert as part of the training set

2 MR ADORE Design Objectives

MR ADORE was designed with the following objectives as its target: (i) rapid
system development for a wide class of image interpretation domains; (ii) low
demands on subject matter, computer vision, and AI expertise on the part of
the developers; (iii) accelerated domain portability, system upgrades, and main-
tenance; (iv) adaptive image interpretation wherein the system adjusts its oper-
ation dynamically to a given image; and (v) user-controlled trade-offs between
recognition accuracy and utilized resources (e.g., run-time).

These objectives favor the use of readily available off-the-shelf image pro-
cessing operator libraries (IPLs). However, the domain independence of such
libraries requires an intelligent policy to control the application of library oper-
ators. Operation of such control policy is a complex and adaptive process. It is
complex in that there is rarely a one-step mapping from input images to final
interpretation; instead, a series of operator applications are required to bridge
the gap between raw pixels and semantic objects. Examples of the operators
include region segmentation, texture filters, and the construction of 3D depth
maps. Figure 2 presents a partial IPL operator dependency graph for the forestry
domain. Image interpretation is an adaptive process in the sense that there is
no fixed sequence of actions that will work well for most images. For instance,
the steps required to locate and identify isolated trees are different from the
steps required to find connected stands of trees. The success of adaptive image
interpretation systems therefore depends on the solution to the control problem:
for a given image, what sequence of operator applications will most effectively
and reliably interpret the image?

3 MR ADORE Operation

MR ADORE starts with a Markov decision process (MDP) [16] as the basic
mathematical model by casting the IPL operators as MDP actions and the re-
sults of their applications (i.e., data tokens) as MDP states. However, in the
context of image interpretation, the formulation frequently leads to the following
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Fig. 2. Partial operator graph for the domain of forest image interpretation.
The nodes and the corresponding example images depict that data processing
layers, which in turn describe the type of MDP states present with MR ADORE.
The edges represent vision routines, typically ported from the Intel OpenCV and
IPL libraries, that transform one state to another (i.e., the MDP actions)

challenges absent from typical search settings and standard MDP formulations:
(i) Standard machine learning algorithms cannot learn from raw pixel level data
since the individual states are on the order of several mega-bytes each. Selecting
optimal features as state descriptions for sequential decision-making is a known
challenge in itself; (ii) The number of allowed starting states (i.e., the initial
high-resolution images) alone is effectively unlimited for practical purposes. Ad-
ditionally, certain intermediate states (e.g., probability maps) have a continuous
nature; (iii) In addition to the relatively high branching factor possible, due
to large image processing operator libraries, some of the more complex opera-
tors may require hours of computation time each; (iv) Unlike standard search,
typically used to find the shortest sequence leading to a goal state, the goal
of MR ADORE is to find/produce the best image interpretation. In that re-
spect the system solves an optimization problem rather than one of heuristic
search. Therefore, since goal states are not easily recognizable as the target im-
age interpretation is usually not known a priori, standard search techniques (eg
IDA* [14]) are inapplicable.

In response to these challenges MR ADORE employs the following off-line
and on-line machine learning techniques. First, the domain expertise is encoded
in the form of training data. Each training datum consists of 2 images, the input
image, and its user-annotated counterpart allowing the output of the system to
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be compared to the desired image labeling (typically called ground-truth). Fig-
ure 1 demonstrates a training pair for the forestry image interpretation domain.
Second, during the off-line stage the state space is explored via limited depth
expansions of all training image pairs. Within a single expansion all sequences
of IPL operators up to a certain user-controlled length are applied to a training
image. Since training images are user-annotated with the desired output, ter-
minal rewards can be computed based on the difference between the produced
labeling and the desired labeling. System rewards are thus defined by creating
a scoring metric that evaluates the quality of the final image interpretation with
respect to the desired (used-provided) interpretation1. Then, dynamic program-
ming methods [2] are used to compute the value function for the explored parts
of the state space. We represent the value function as Q : S ×A → R where S
is the set of states and A is the set of actions (operators). The true Q(s, a)
computes the maximum cumulative reward the policy can expect to collect by
taking action a in state s and acting optimally thereafter. (See Figure 3 for an
illustration of the process)

Features (f), used as observations by the on-line system component, repre-
sent relevant attributes extracted from the unmanageably large states (i.e., data
tokens). Features make supervised machine learning methods practically feasi-
ble, which in-turn are needed to extrapolate the sampled Q-values (computed
by dynamic programming on the explored fraction of the state space) onto the
entire space (see Figure 4).

Finally, when presented with a novel input image, MR ADORE exploits the
machine-learned heuristic value function Q(f(s), a) over the abstracted state
space, f(S), in order to intelligently select operators from the IPL. The pro-
cess terminates when the policy executes the action Submit(〈labeling〉), which
becomes the final output of the system. (see Figure 5).

3.1 Learning Control Policies

The purpose of the off-line learning phase within MR ADORE is to automat-
ically construct the on-line control policy. The policies studied to date can be
conceptually represented via the following unifying framework.

First, data tokens (i.e., states) can be split into disjoint “processing levels”.
The initial input image is a data token of the top (first) data level and the
final submitted image interpretation is a data token from the bottom (last)
data level. Figure 2 illustrates six processing levels as follows: raw image, color
image, gray image, probability map image, segmented image, and final image.
1 For all experiments presented, the intersection over union scoring metric, A∩B

A ∪B
is

used. Typically used in vision research, this pixel-based scoring metric computes
the overlap between the set of hypothesis pixels produced by the system A and the
set of pixels within the ground-truth image B. If set A and B are identical then
their intersection is equal to their union and the score/reward is 1. As the two sets
become more and more disjoint the reward decreases, indicating that the produced
hypothesis corresponds poorly to the ground-truth.
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Fig. 3. Off-line operation

Fig. 4. Feature Extraction and Q-function approximation

Consequently, the set S of data tokens can be partitioned into subsets S1, . . . , Sn

where Si contains data tokens belonging to processing level i. Likewise, the set A
of operators can be represented as a union of (disjoint) operator subsetsAi, where
action ai ∈ Ai is applicable at level i. Therefore, any control policy π : S → A
can be conceptually divided into n control policies: π1, . . . , πn where πi operates
over Si only, that is πi : Si → 2Ai . There are several different classes of πi

policies possible, including:

fixed: πi(s) = {ai} for all states s. Such policies blindly apply the same action
regardless of the data token s at hand.

full expansion: πi(s) = Ai: all applicable operators within the set Ai are exe-
cuted.

value-based: πi(s) = {argmaxa∈Ai Qi(s, a)} where a machine-learned approx-
imator is used for the Qi-function. Such policies greedily select actions to be
executed with the highest Q-values. This policy is specified by the machine-
learned approximator and the feature selection function.
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Fig. 5. On-line operation

Fig. 6. Four types of on-line polices

In addition to the three aforementioned types of processing level policies, two
special policy types are possible within MR ADORE that do not conform to the
standard policy definition presented above.

path-selector: πi(s) = ai ∈ Ai, a
i+1 ∈ Ai+1, . . . , a

j ∈ Aj : This policy selects
a (sub)sequence of actions, the first of which is executed and the rest are
passed on to the next processing level(s). This policy is really a derivative of
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the value-based policy in the sense that it too is a Q-greedy policy defined by
a machine-learned function approximator and the feature selection function.
The most notable difference is unlike the value-based policy, the path-selector
selects a (sub)sequence of actions to execute rather than a (sub)set of actions.

follow-through: This policy πj(s) executes action aj specified by a path-se-
lector policy at a higher processing level, πi, where 1 ≤ i < j.

Although these two policies significantly differ from the three initial polices,
all five policy types can be mixed and matched to form the global policy π.
(One obvious exception is that a follow-through policy must be proceeded by
a path-selection policy at a higher level.)
Thus, any policy π can be described as an n-ary vector of πi, where n is the
number of processing layers. Selecting the optimal combination of πi’s type and
parameters is a difficult problem. Pre-ADORE systems have solved this problem
by employing domain engineering techniques in order to design π, which virtu-
ally always calls for extensive trial-and-error experiments and substantial human
expertise. In [8] and [7] researchers used hand-crafted features to implement the
value-based policy at all data levels (commonly known as best-first/greedy pol-
icy) within ADORE. Research in the MR ADORE project casts policy selection
as a challenging open machine learning problem with the elements of meta-
learning. To that end, the following three types of control policies have been
explored to date.

A static policy, πstatic, uses a single sequence of operators and therefore
consists of only fixed πi’s. Research within the field of computer vision has
produced numerous systems using a static sequence of operators (e.g. [6]). As
previously mentioned such systems require extensive trial-and-error experiments,
domain expertise, etc. Since ADORE and MR ADORE perform a full-breadth
search during the off-line phase, the best static sequence can be automatically
determined from the off-line expansions of training images. Such policies, while
being computationally inexpensive (on-line), generally can only achieve near-
optimal performance within a narrow range of operating conditions (due to the
non-adaptive nature of the policy). In fact, this is the reason why researchers
initially turned to using a library of operators and adopted the “goal-directed”
paradigm for object recognition.

A “trunk-based” policy πtrunk makes its only decision at the top pro-
cessing level (S1) by selecting an n-long sequence of operators based on the
input image only. The policy maintains a library of optimal2 sequences (called
“trunks”) collected during the off-line stage. Therefore, π1 is a path-selector over
the space of trunks while π2, . . . , πn are all of the follow-through type.

While best-first policies are theoretically capable of much more flexibility
than static or (semi-static) trunk-based policies, they depend crucially on (i)
data token features for all levels and (ii) adequate amounts of training data to
train the Q-functions for all levels. Experience has shown that it is substantially
harder to select features at the earlier levels where the data tokens exhibit less
2 An optimal sequence is the one yielding the greatest reward over all other sequences

with respect to a given input image.
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structure [10]. To make the problem worse, a single user-labeled training image
delivers exponentially larger numbers of 〈 state, action, reward 〉 tuples at later
processing levels. Unfortunately, the first processing level gets the mere |A1|
tuples per training image since there is only one data token (the input image
itself). As a net result, best-first control policies have been known to backtrack
frequently [8] as well as produce highly suboptimal interpretations [5], due to
poor decision making at the top processing layers. In fact the trunk-based policy
suffers from the same phenomenon, a lack of high-quality features and sparseness
of training examples.

Rather than making control decisions at every level based on the frequently
incomplete information provided by imperfect features, the least-commitment
policies postpone their decisions until more structured and refined data tokens
are derived. That is: πj = Aj for 1 ≤ j ≤ n− 1 and πn is value-based. In other
words, we apply all operator sequences up to a predefined depth and only then
engage the machine-learned control policy to select the appropriate action. Doing
so allows the control system to make decisions based on high-quality informa-
tive features, resulting in an overall increase in the quality increases. As a side
benefit, the machine learning process is greatly simplified since feature selection
and value function approximation are performed for considerably fewer process-
ing levels while benefiting from the largest amount of training data. (Figure 6
illustrates the outlined policies.) In order to determine the merit of each policy
we tested MR ADORE with static, trunk-based and least-commitment policies
along with two base-line policies: random and random trunking. A random pol-
icy is simply a least-commitment policy that randomly assigns rewards to data
tokens rather than using a machine-learned function approximator. Similarly,
a random trunk-based policy is a trunk-based policy that selects an operator
sequence (i.e., a trunk) at random rather than using a machine-learned function
approximator to assign Q-values to each of the possible sequences. As previ-
ously mentioned, trunk-based policies suffer from lack of informative features
and training examples. The performance evaluation was conducted on 35 im-
ages of forest plantations (cf. Figure1). Using a leave-one-out cross-validation
strategy (i.e, 34 for training and 1 for testing), each of the five control policies
was ran on the set of forestry images. Table 1 shows the experimental results.
As expected, since the least-commitment policy uses a function approximator
trained on data tokens at bottom processing level that contains an exponentially
many more examples than preceding levels, this policy outperforms all other
policies3 The trunk-based policy follows next4. As mentioned previously, the lack
of information at the top processing layer clearly makes the trunk-based policy
3 The results presented here used an artificial neural network [12] as the function

approximator and an HSV histogram for input features. It should be noted that
other function approximation methods were used including k-nearest neighbors[11]
and sparse networks of Winnows (SNoW) [1]. In addition a number of feature sets
were tried as well.

4 Here we used KNN with a number of features and distance metrics. The best results
show in the table were obtained by using texture/shape features in the form of local
binary patterns (lbp) together with a Euclidean distance measure.
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Table 1. Performance of five different policies on the forestry data. 35 images
of forest plantation scenes were used in the experiment. Results for each policy
were averaged over the 35 leave-one-out cross-validation runs. % optimal refers
to the fact that each policy is evaluated relative to the best off-line interpretation
achievable given a particular IPL

perform much worse that the least-commitment policy. The results are consistent
with previous work. In [10] the researchers (informally) report that as less and
less informative features are used to train the best-first policy, it converges to
a static policy (i.e., the best-first policy applies the same sequence of actions
regardless of input). Thus the performance of the static policy is almost as good
as the best trunk-based policy. Not surprisingly the random policies perform
the worst. It should be noted that the probability of performing optimally for
this experiment (ie randomly choosing an optimal sequence for each image) can
be easily calculated. There are 118 possible sequences for each image and 35
images, but only one optimal sequence per image. Thus P (πoptimal) = ( 1

118 )35 ≈
3 ∗ 10−72.

4 Future Research

One of the problems with both the trunk-based and least-commitment poli-
cies is the need for high-quality features. While both policies (trunk-based and
least-commitment) reduce the need for hand-crafted features by requiring only
a single set (respectively at either the top or bottom processing level), the need
for a domain expert is only reduced and not eliminated. Principal component
analysis (PCA) can be used to reduce the vast dimensionality of the raw data
tokens by projecting them into an eigen space [13]. This results in an auto-
matically generated set of features (typically one set per processing level). Lazy
instance-based learning (k-nearest-neighbors) [11] can then be used to approx-
imate the Qi function at level i. Additionally, the features can take the state
history into account insomuch as Qi is computed on abstracted previous states:
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Fig. 7. Each row from left to right: the original image, desired user-provided
labeling, optimal off-line labeling, best static policy of length 4 labeling, best-
first policy labeling (using KNN and automatically extracted features via PCA).
The adaptive policy has been observed to outperform best static policy (top
row) and sometimes the human experts as well (bottom row)

[fi(si), fi−1(si−1), . . . , f1(s1)] where s1, . . . , si are the states on the path from the
input image s1 to the current image at hand, si. Figure 7 demonstrates the po-
tential of using KNN with PCA-based features. An alternative to using the PCA
procedure to compress the images is to simply down-sample the images to a size
that can be managed by the modern machine learning methods. Unfortunately,
both of these methods (PCA and down-sampling) assume that the intermediate
data levels are indeed representable as images. If an intermediate processing level
consists, for example, of contour points, both PCA and down-sampling cannot
be readily applied. Thus the most probable solution to the feature extraction
problem will perhaps come in the form of feature extraction libraries (similar to
the operator libraries). Just as MR ADORE learned efficient operator selection,
next generation object recognition systems will need to select which features are
relevant [4] for a given processing layer through off-line trail-and-error processes
based, perhaps, on the very same MDP framework used today to efficiently select
operator sequences.

Automated selection of optimal πis for all processing levels is an open-ended
problem. The particular difficulty lies with the tightly coupled nature of indi-
vidual policies and the exponentially large space of all combinations of πis. An
initial investigation into bottom-up construction of π via filling the later levels
with value-based πis for i = n, n − 1, . . . one-by-one, while leaving the earlier
processing levels populated with the full expansion πj = Aj policies, appears
promising.
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5 Conclusions

Conventional ways of developing image interpretation systems often require that
system developers posses significant subject matter and computer vision ex-
pertise. The resulting knowledge-engineered systems are expensive to upgrade,
maintain, and port to other domains.

More recently, second-generation image interpretation systems have used ma-
chine learning methods in order to (i) reduce the need for human input in de-
veloping an image interpretation system or port it to a novel domain and (ii)
increase the robustness of the resulting system with respect to noise and varia-
tions in the data.

In this paper we presented a state-of-the-art adaptive image interpretation
system called MR ADORE and demonstrated several exciting machine learning
and decision making problems that need to be addressed. We then reported on
the progress achieved on reducing the need for feature selection and went on to
propose ideas on how to completely eliminate the need for hand-crafted features.
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Abstract. This paper presents an approach for developing a Web-based
decision support system that aids general practitioners in diagnosing
dermatological problems using case-based reasoning. Our research aims
to address the lack of decision support in current store-and-forward
telemedicine systems and the need to deal with different costs of de-
cisions. We propose a cost calculation method for minimizing the total
misclassification cost. Two different techniques of measuring cost are
evaluated. A series of tests is carried out on different sets of cost matri-
ces for comparing the two methods. Our results show taking max values
gives a lower misclassification cost and still manages to achieve a slightly
higher accuracy compared to the summing method of instance-weighting.

1 Introduction

A patient with a dermatological problem usually sees a general practitioner
(GP) first. If the GP is unsure, the patient is referred to a consultant dermatol-
ogist. This is expensive and inconvenient for patients from rural areas because
they must travel large distances to a main city. These problems can be avoided
by the development of teledermatology systems. Teledermatology is defined as
the practice of dermatological services at a distance [15]. There are two main
methods available for teledermatology namely live video conferencing and store-
and-forward [9].

Although the development of teledermatology has increased the provision
of medical services to rural communities and the efficiency of medical practices,
current systems are lacking in decision support abilities. In medical applications,
case-based reasoning (CBR) and machine learning have been used for decision
support with considerable success for tasks such as patient diagnosis. Case-based
reasoning is an artificial intelligence technique that attempts to solve new prob-
lems by using the solutions applied to similar cases in the past. This paper
focuses on the retrieval stage of the CBR cycle, which mainly deals with the
retrieval of similar cases and reusing the existing knowledge in that case to solve
new problems.

Our aim is to develop a Web-based CBR system that can be used to provide
decision support to the GPs for diagnosing patients with dermatological prob-
lems. In this paper, we address the issue of specifying costs of misclassification
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to improve the performance of CBR in terms of benefit and risk of death due to
misdiagnosis. This is important in minimizing the high cost of misdiagnosis. We
also explore CBR and supervised machine learning techniques to enable learning
and the classification of new cases.

1.1 System Design and Functionalities

The CBR system involves asking questions for appropriate symptoms, and re-
turning the most likely diagnosis for that particular case. The CBR system is
implemented so that the processing of each stage is visible to the users. This has
the advantage of letting the user know the effect/outcome of each decision they
make. In developing the system, we require a convenient way of storing all the
past cases (i.e. symptoms and diagnosis) and allow the new cases to be added
easily to the case-base. We selected a modern relational database to store our
data instead of a flat or customized file structure, since a relational database
allows cases to be added, updated, and deleted independently.

1.2 Case Retrieval and Misclassification Costs

We use the C4.5 decision tree as the main classification tool. The classifier is
built on past cases which are stored in the case-base. C4.5 is chosen because it
can generate questions on the fly, and hence dynamically change the order of
the questions presented to the user when the tree is updated. Another major
advantage of using decision trees is that it makes retrieval more efficient in
comparison to having cases organized as a list. Rather than having to attempt
matches to all cases in the case-base, it considers only a subset of cases.

The generated questions are represented by the tree nodes. To retrieve a case
from a tree, a breadth-first search is used. The input from the GP (i.e. symptoms)
is matched against the contents of each node from the root of the tree. The best-
matching node is chosen. If it is a leaf node, the diagnosis is returned. Otherwise,
if it is an internal node, the process is repeated among its descendants. This
continues until a diagnosis is returned.

Techniques using inductive decision trees for case retrieval have been widely
applied in CBR systems due to the simplicity of the algorithms and good classifi-
cation performance. However, such classifiers have not take into consideration the
associated risks/costs involve for each decision when performing classification.

Therefore, the important aspect of this paper is the need to fully consider the
costs of misdiagnosis. Different decisions have different outcomes and hence costs
will effect how GPs and consultants use the system. Importantly for CBR, costs
have to be integrated into such methods as decision tree classifiers. It enables the
classifier to avoid predicting high cost errors by moving decision boundaries. This
is very important in medical diagnosis because of the consequences of making
a wrong decision. The cost of misclassification involves: performing unnecessary
diagnosis/surgery, delaying a diagnosis, a mixture of social and economic factors,
and death.
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This paper is organized as follows. In section 2, a brief review of the related
literature is given. Section 3 discusses the cost-sensitive learning techniques and
the data used. An analysis of the results can be found in Section 4. Section 5
presents the conclusions.

2 Related Work

CBR has been successfully applied to medical diagnosis. There are some well-
known medical CBR systems such as PROTOS [7] and CASEY. PROTOS was
developed in the domain of clinical audiology. It learns to classify hearing disor-
ders by using the patients’ symptoms, histories, and test results. CASEY is a sys-
tem that diagnoses heart failure. It combines case-based reasoning and causal
models [13]. Additionally, there are large European CBR projects on induction
and reasoning from cases (e.g. INRECA and INCRECA-II) [3].

There are a number of learning algorithms in the literature that are used for
case retrieval: Nearest Neighbor, Decision Trees and Bayesian networks. Most
commercial CBR tools support case retrieval using Nearest Neighbor or Induc-
tive Decision Trees due to the simplicity of the algorithms and good classification
performance [13]. Other methods of retrieval used in the CBR system are syn-
tactic and semantic similarities [1].

Most research into machine learning has concentrated on error classification
rather than cost-sensitive classification, that is assume all misclassifications have
equivalent cost. A better performance might be obtained by taking cost informa-
tion into account during learning. The cost-sensitive learning method involves
using a cost matrix C. Let i and j be the class labels of the instances. The con-
tents of C(i, j) specify the cost incurred when a case is classified to be in class i
when in fact it belongs to class j. It deals with the situations in which different
types of incorrect prediction have different costs. For example, in medical diag-
nosis, the cost of diagnosing someone as healthy when one has a life threatening
disease is usually considered to be much higher than a false alarm (diagnosing
someone as having a disease when one is in fact healthy). Other well known
examples include credit risk evaluation [10], fraud detection [2], and marketing
analysis [4]. Although the cost of misclassification errors has been recognized
as being an issue for the last four decades, it has only been recently investi-
gated [14, 5]. Of relevance to our work is the recent research of incorporating
the cost of misclassification into decision trees [11, 12].

Ting [11] has introduced an instance-weighting method to induce cost-
sensitive trees directly from training data. Let N be the total number of in-
stances, Nj be the number of class j instances, N(t) and Nj(t) be the number
of instances and class j instances respectively in node t of a decision tree. The
standard divide-and-conquer procedure is used when node t contains instances
that belong to a mixture of classes. The commonly used criterion is entropy —
a threshold is set in a feature such that the samples at the node are derived into
the classes that have a better classification (refer to Quinlan [8]).
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Let C(j) be the cost of misclassifying a class j instance, then the weight of
a class j instance can be computed as

w(j) = C(j)
Nj(t)∑
i Ni(t)

, where (1)

C(j) =
I∑
i

cost(i, j) (2)

Finally, the expected misclassification cost for predicting class i with respect to
the example x is given by:

ECi(x) ∝
∑

j

Wj(t(x))cost(i, j) (3)

where t(x) is the leaf of the tree in which instance x falls into, and Wj(t) is the
total weight of class j training instances in node t. ECi(x) is computed for every
class when attempting to classify a new example x, then x is assigned to class i
with the smallest value for ECi(x). This method works in the classic two-class
case, but it creates problems for multiple-classes because it transforms the cost
matrix of size J×J to J (i.e. classifies an example of class j, irrespective of class
predicted). For the two-class case, the Equation 2 summation only occurs over
the one misclassified entry (i, j). For more than two classes it is the sum over
all the misclassified states. The issue is how to choose the right misclassification
state when the misclassification entries contain one high and one low cost. It is
obviously reasonable if the misclassification costs are similar.

3 Cost-Sensitive Learning Techniques

The experiment involves using the instance-weighting method to induce cost-
sensitive trees proposed by Ting [11], which minimize the number of high cost
and total misclassification cost errors. The instance-weighting method changes
the class distribution, and will produce a decision structure that is skewed toward
the avoidance of high cost errors. Suppose in a two-class situation, the cost of
classifying “no” when the true class is “yes” is penalized ten times more heavily
than predicting “yes”. In this case, the classifier that uses instance-weighting will
often predict “yes”, given the heavy penalty for erroneously predicting “no”. This
mimics the situation often found in medical diagnosis (see example mentioned
in Section 2). Our research aims to improve the performance of the instance-
weighting method by reducing the total misclassification cost errors.

3.1 Approaches to Risk Calculations

Our approach to risk calculations employs the cost matrix conversion of the form
cost(i,j) to cost vector cost(j) in order to use Equation 1, where C(j) is the cost
of misclassifying an example of class j, irrespective of the class predicted. In
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Table 1. An example of confusion matrix entries

Predicted class

Melanoma Mole

a b Melanoma Actual class

c d Mole

instance-weighting, the total costs of misclassification is calculated by summing
each row — called the Summing Method.

We propose an alternative method for minimizing the total misclassification
cost. The method involves taking the maximum value of the misclassification
costs across each row — called the Max Method. This enables the classifier to
be biased towards predicting high cost errors by moving decision boundaries.
Since some diseases cost more than others if a misdiagnosis occurs, this method
is good at calculating the number of high cost misclassification errors among
different classes. To determine which method gives the minimum total cost, we
set up a series of tests on both methods.

The average misclassification cost is calculated by taking the sum of the
incorrectly classified examples and divided it by the total number of examples.
Additionally, we define the definition and calculation of accuracy, precision and
recall. For instance, lets start with a simple illustration using a confusion matrix
for two classes which have the entries:

– a is the number of correctly classified examples as Melanoma.
– b is the number of incorrectly classified examples as Mole.
– c is the number of incorrectly classified examples as Melanoma.
– d is the number of correctly classified examples as Mole.

Accuracy: The accuracy is the percentage of the total number of predictions
that were correct.

AC =
a + d

a + b + c + d
100% (4)

Precision: The percentage of the predicted mole or melanoma examples that
were correct, as calculated using the equations:

P =
d

b + d
100%, orP =

a

a + c
100% (5)

Recall: The percentage of the mole or melanoma examples that were correctly
classified, as calculated using the equations:

R =
d

c + d
100%, orR =

a

a + b
100% (6)
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3.2 The Data

The data we used in our experiments consisted of patient records for the diag-
nosis of erythemato-squamous diseases. The data set “Dermatology database”
is made available on the Web 1 by Prof. H. Altay Guvenir of Bilkent Univer-
sity. The data set contains 34 attributes and 366 instances. The data set was
collected by clinical evaluation of 12 features of the patients. Skin samples were
taken for the evaluation of 22 histopathological features, in which the values
are determined by an analysis of the samples under a microscope. Every feature
(clinical and histopathological) was given a degree in the range of 0 to 3. The
value of 0 indicates that the feature was not present, 1 and 2 indicate the relative
intermediate values, and 3 indicates the largest amount possible.

3.3 Cost Matrices

The sets of cost matrices were generated by a consultant dermatologist heuristi-
cally assigning costs based on his perception of the total relative costs of misdi-
agnosis. Table 2 shows the relative misclassification costs for a patient to obtain
diagnosis in descending order from the most expensive to the least expensive.
The classes are assigned different cost values to reflect the seriousness of misclas-
sifying the class. For example, it costs a lot more to misclassify CronicDermatitis
than PityriasisRosea. CronicDermatitis is a skin disease with inflammation in
the skin, whereas PityriasisRosea is a common skin disorder which is usually
mild and will go away in several months without treatment [6].

The cost matrix shown in Table 3 is derived from the relative cost indicated
in Table 2. In our experiments, cost matrix rows correspond to actual classes,
while columns correspond to predicted classes. The off-diagonal entries contain
the costs of misclassifications. The normal convention is to assign zero for the cost
of correct classifications because the right decision has been made. Sometimes,
these entries can be viewed as benefits instead of costs with the values of non-
zero. However, costs/benefits of correct classifications is outside the scope of this
paper.

4 Results and Analysis

Different sets of cost matrices are used to illustrate the effect the cost entries
have on the classification decision and total misclassification cost. The total
cost of misclassification is defined as the sum of the off-diagonal elements in
the confusion matrix . A series of tests is carried out for comparing the two
cost calculation methods described in Section 3.1. At each stage of the test, the
confusion matrix, the performance measure (i.e. accuracy), the total misclassi-
fication cost and error are examined. Total misclassification error is the sum of
the off-diagonal entries.
1 www.cormactech.com/neunet/download.html
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Table 2. Relative ranking of mis-
classification costs

Rank Costs Class
(thousands)

1 100 CronicDermatitis

2 50 PityriasisRubra

3 20 LichenPlanus

4 10 Psoriasis

5 5 Seboretic

6 2 PityriasisRosea

Table 3. Cost Matrix 1

classified as → a b c d e f

Psoriasis = a 0 5 20 50 100 2

Seboretic = b 10 0 20 50 100 2

LichenPlanus = c 10 5 0 50 100 2

PityriasisRubra = d 10 5 20 0 100 2

CronicDermatitis = e 10 5 20 50 0 2

PityriasisRosea = f 10 5 20 50 100 0

Table 4. Confusion matrix using a default cost matrix and Summing Method

classified as → a b c d e f Recall (%)

Psoriasis = a 108 2 2 0 0 0 96.4

Seboretic = b 2 56 0 1 0 2 91.8

LichenPlanus = c 1 1 69 0 1 0 95.8

PityriasisRubra = d 2 1 0 17 0 0 85.0

CronicDermatitis = e 0 0 0 0 52 0 100

PityriasisRosea = f 0 3 0 0 0 46 93.9

Precision (%) 95.6 88.9 97.2 94.4 98.1 95.8 95.1

Note, this research involves using the Waikato Environment for Knowledge
Analysis (Weka) written by Witten and Frank [14]. We use J48 which is the
Weka’s implementation of C4.5 decision tree [8]. Additionally, we extend the
CostSensitiveClassifier in the Weka system to incorporate our proposed Max
Method which initially uses the cost weighting method proposed by Ting [11].

4.1 Effects of Applying Cost Matrix 1

Table 4 presents the result of applying the default cost matrix to the data set
using J48 in the Weka tool set with the Summing Method proposed by Ting [11].
The default cost matrix has all misclassification cost entries set to 1. The results
indicate the average misclassification cost to be around 4.9%, with an accuracy
of 95.1%.

Table 5 presents the result of applying cost matrix 1 to the data set. The re-
sults show that the classifier tends to favor the class with more weight compared
to the results of applying the default cost matrix (i.e. no cost). It avoids making
errors with the high weighted classes, so the penalty is as low as possible. For
example, no instances are misclassified as CronicDermatitis due to the high cost
compared to the results of applying a cost matrix with equal misclassification
cost. The predicted precision has increased from 98.1% to 100% after applying
cost matrix 1. On the other hand, more instances are predicted as Seboretic (i.e.
a skin disease that often affects those with a tendency to dandruff) due to the
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Table 5. Confusion matrix using Cost Matrix 1 and Summing Method

classified as → a b c d e f Recall (%)

Psoriasis = a 105 4 2 1 0 0 93.8

Seboretic = b 2 55 1 2 0 1 90.2

LichenPlanus = c 1 0 71 0 0 0 98.6

PityriasisRubra = d 2 2 0 16 0 0 80.0

CronicDermatitis = e 0 0 0 0 52 0 100

PityriasisRosea = f 0 3 0 0 0 46 93.9

Precision (%) 95.5 85.9 95.9 84.2 100 97.9 94.3

Table 6. Confusion matrix using Cost Matrix 1 and Max Method

classified as → a b c d e f Recall (%)

Psoriasis = a 107 2 2 1 0 0 95.5

Seboretic = b 2 55 1 1 0 2 90.2

LichenPlanus = c 1 1 70 0 0 0 97.2

PityriasisRubra = d 2 1 0 17 0 0 85.0

CronicDermatitis = e 0 0 0 0 52 0 100

PityriasisRosea = f 0 3 0 0 0 46 93.9

Precision (%) 95.5 88.7 95.9 89.5 100 95.8 94.8

low cost of misclassification with a slight drop in precision and recall to 85.9%
and 91.8% respectively. The reason for the decrease is because the cost of mis-
diagnosing Seboretic is low compared to other classes. The results also indicate
that the average misclassification cost has increases from 4.9% (given no cost)
to around 5.8%.

The second test is performed on the same cost matrix using the Max Method.
The results are then compared with the results of the Summing Method. Table 6
shows the confusion matrix generated when applying the Max Method. The
classifier produces an average misclassification cost of 5.2% compared to a higher
average cost of 5.8% for the Summing Method. The Max Method gives a lower
total misclassification cost and still manages to achieve a slightly higher accuracy
of 94.8% compared to the previous method. The results indicate that the Max
Method outperforms the Summing Method.

4.2 Effects of Applying Cost Matrix 2

Another series of tests is carried out using a completely different cost matrix
(shown in Table 8) on the same data set to show the above analysis holds for
other cases. This time the ranking order of the misclassification costs shown in
Table 2 is reversed as shown in Table 7. As can be seen, CronicDermatitis has
the least misclassification cost while PityriasisRosea has the most cost. Note that
the relative cost in this table is just for testing purposes, and does not apply to
real costs of a diagnosis.
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Table 7. Reversed relative ranking
of misclassification costs

Rank Costs Class
(thousands)

6 2 CronicDermatitis

5 5 PityriasisRubra

4 10 LichenPlanus

3 20 Psoriasis

2 50 Seboretic

1 100 PityriasisRosea

Table 8. Cost Matrix 2

classified as → a b c d e f

Psoriasis = a 0 50 10 5 2 100

Seboretic = b 20 0 10 5 2 100

LichenPlanus = c 20 50 0 5 2 100

PityriasisRubra = d 20 50 10 0 2 100

CronicDermatitis = e 20 50 10 5 0 100

PityriasisRosea = f 20 50 10 5 2 0

Table 9. Confusion matrix using Cost Matrix 2 and Summing Method

classified as → a b c d e f Recall (%)

Psoriasis = a 110 0 2 0 0 0 98.2

Seboretic = b 4 53 0 1 0 3 86.9

LichenPlanus = c 2 1 68 0 1 0 94.4

PityriasisRubra = d 0 0 0 19 1 0 95.0

CronicDermatitis = e 0 0 0 0 52 0 100

PityriasisRosea = f 1 12 0 0 0 36 73.5

Precision (%) 94.0 80.3 97.1 95.0 96.3 92.3 92.3

Table 9 shows the results generated using cost matrix 2. It is important to see
that there are less instances being classified as PityriasisRosea in this confusion
matrix than the one shown in Table 5 and 6. This is due to the fact that a higher
misclassification cost (100) is assigned to PityriasisRosea compared to the one
shown in Table 3. As can be seen from Table 9, the classifier tends to classify
more instances as PityriasisRubra and CronicDermatitis, because they have the
lowest predicted cost compared to other classes. The average misclassification
cost for this classifier is 7.7%, with a high accuracy of 92.4%. However, the recall
rate for PityriasisRosea is low compared to other classes. This is affected by the
high misclassification cost of the class.

The results of the Max method are shown in Table 10. This method gives
the minimum misclassification cost with an average of 7.1%. Additionally, the
rate of accuracy has increased slightly to around 92.9%. This method again has
the advantage of avoiding misclassification with high cost diagnoses and still
manages to achieve high precision and recall rate. For instance, the predicted
PityriasisRosea has a higher recall at 93.9% using the Max Method as compared
to 73.5% of the Summing Method.

5 Conclusions

In this paper we present a CBR approach that provides decision support to the
GP for diagnosing dermatological problems using machine learning technique
(decision trees) and cost-sensitive approach (instance weighting) for classifying
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Table 10. Confusion matrix using Cost Matrix 2 and Max Method

classified as → a b c d e f Recall (%)

Psoriasis = a 110 0 2 0 0 0 93.8

Seboretic = b 1 56 0 1 0 3 90.2

LichenPlanus = c 1 3 68 0 0 0 98.6

PityriasisRubra = d 1 1 0 18 0 0 80.0

CronicDermatitis = e 0 0 0 0 52 0 100

PityriasisRosea = f 0 13 0 0 0 36 93.9

Precision (%) 97.3 73.7 97.1 94.7 100 92.3 92.9

cases. The CBR system is integrated into a Web-based application that enables
dynamic interaction between the CBR engine and the users across the Internet.

The results show that instance weighting method usually avoids classifying
the instances that have high misclassification cost. However, in seeking to min-
imize the errors with high cost, it will usually increase the number of low cost
errors as a result. Sometimes the rate of accuracy can be very good and still give
a high average misclassification cost. In addition, our results show that our pro-
posed Max Method performs better than Summing Method in providing a lower
misclassification cost, and still manages to achieve a slightly higher accuracy.

Future work will investigate more objective methods to decide on costs of
misdiagnosis, such as the age (i.e. quality of life because of life expectancy) and
health condition of the patient.
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Abstract. X-ray mammography is the current clinical method for
screening for breast cancer, and like any technique, has its limitations.
Several groups have reported differences in the X-ray scattering patterns
of normal and tumour tissue from the breast. This gives rise to the hope
that X-ray scatter analysis techniques may lead to a more accurate
and cost effective method of diagnosing beast cancer which lends
itself to automation. This is a particularly challenging exercise due to
the inherent complexity of the information content in X-ray scatter
patterns from complex hetrogenous tissue samples. We use a simple
näıve Bayes classier as our classification system. High-level features
are extracted from the low-level pixel data. This paper reports some
preliminary results in the ongoing development of this classification
method that can distinguish between the diffraction patterns of normal
and cancerous tissue, with particular emphasis on the invention of
features for classification.

Keywords: Knowledge discovery and data mining; Applications.

1 Introduction

The current clinical method used for screening for breast cancer is X-ray mam-
mography. In this method X-rays are directed through the breast and a radio-
graph is recorded. A radiologist then examines the photograph for evidence of
cancer and the appropriate action taken.

Mammography has been successful at reducing breast cancer mortality [7],
but like all diagnostic techniques has its limitations. Mammography is non-
specific since X-ray attenuation has no direct connection with the presence of
disease. As a result it features a high false-positive rate, with less than 20% of
women recalled following a suspicious mammogram actually having breast can-
cer [1]. It also has a significant false-negative rate, with an overall sensitivity
(the proportion of cancers successfully detected) of 90% [6]. The sensitivity is
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further reduced in younger women, in those women with a dense background
pattern and in women on hormone replacement therapy [8, 9].

Many women recalled require percutaneous or surgical breast biopsy which
is subject to pathological analysis to confirm the nature of their breast lesion.
Unfortunately, biopsy analysis is also subject to errors, both from sampling er-
rors, where the sample does not contain part of the lesion, and because the
interpretation of a substantial fraction of biopsies is difficult. Whilst the screen-
ing programme is undoubtedly successful at detecting cancer, it has important
limitations, missing some abnormalities and providing insufficient information
for the classification of others. Any technique capable of reducing the need for
breast biopsy and/or aiding the analysis of biopsy specimens, especially in the
presence of sampling error would be highly advantageous.

Small Angle X-Ray Scattering (SAXS) is a X-ray diffraction based technique
where a narrow collimated beam of X-rays are focused on to a sample and the
scattered X-rays recorded by a detector. The pattern of the scattered X-rays
carries information on the molecular structure of the material. The technique is
particularly successful when combined with a synchrotron [12] which produces
monochromatic X-ray beams of sufficient intensity to allow scatter patterns to
be recorded in a few seconds. The Australian Synchrotron will be operational
in 2007.

Small angle X-ray scattering is particularly useful where the material pos-
sesses a well ordered molecular structure such as is the case with several biolog-
ical materials. In particular, collagen which is the most common protein in the
human body, is a major constituent of breast tissue and yields an immediately
recognisable scatter pattern.

Several groups have applied X-ray scattering to breast tissue [4, 5, 3] and
all have detected differences in the scattering patterns produced by normal and
tumour tissue. The hope is that this will lead to a more accurate and cost effective
method of diagnosing beast cancer.

The challenge remains, however, for a method of automatic classification of
the SAXS images. This paper reports on some preliminary results in developing
a classification method that can distinguish between diffraction patterns of nor-
mal and cancerous tissue, with particular emphasis on the invention of features
for classification.

2 Data Description

The data used in this paper has previously been published by Lewis et al [5].
Samples were obtained from patients via cosmetic breast reduction and core
cuts of invasive breast carcinomas. Diffraction data was then collected at the
Synchrotron Radiation Source at Daresbury Laboratory in the UK. All samples
were examined and classified by a pathologist. See Lewis et al [5] for details of
samples and the experimental protocol.

The subset of the data used in this paper consisted of 512 pixels by 512 pixels
diffraction images obtained from normal and invasive malignant tumours. Each



A Case Study in Feature Invention for Breast Cancer Diagnosis 679

(a) Normal (b) Tumour

Fig. 1. Diffraction images were obtained using a synchrotron

pixel has a real number associated with it that represents the number of photons
hitting a point on the detector. The classes used were Normal (which consisted
of 20 instances) and Tumour (which consisted of 22 instances).

Some example diffraction images are shown in Figure 1. The dark area in
the centre is created by the beam stop employed to prevent the direct beam
from impinging upon the detector. The scatter pattern radiates from the beam
centre which is not necessarily the centre of the beam stop. The well structured
collagens found in healthy breast tissue produces clear arcs such as those visible
in Figure 1(a). It is believed that many breast tumours express enzymes that
degrade collagen [2]. This is consistent with the diffraction patterns from tumour
tissue such as that shown in Figure 1(b) where the arcs are much less prominent.

3 Feature Extraction

Whilst each pixel could have been treated as an attribute, it is unlikely that a
classifier built from such a low-level description would be able to classify the
images. Furthermore, there is inherit uncertainty in the scatter of the diffracted
X-rays and hence the values at individual pixels cannot be considered as precise.
High-level features therefore need to be extracted from the diffraction images.
We report here on preliminary work identifying such features.

In order to develop useful features which can subsequently be related to the
changes from which the differences arise it is important to develop an under-
standing of the physics underlying the problem. The angles to which X-rays are
scattered depends on the molecular properties of the material. As a direct result,
not only does the pattern change but the amount of X-ray energy hitting the
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detector varies according to this structure. The first feature seeks to use this pos-
sible difference between classes for classification. The value of this feature was
sum of all of the pixel intensities across an entire scatter image. We designated
it SumIntWhole.

Note that this feature does not make use of the diffraction patterns. It is
hypothesised that if the structure of the tissue has been degraded due to cancer,
the intensity of the rings or arcs at specific angles will be lower. Locating the
rings is relatively straight forward in the case where the structure is intact, but is
more problematic when the rings are less well defined. For this reason, and also
to search for other significant features, we chose not to directly locate and assess
the rings. Rather, we seek to segment the images in such a way as to localise the
regions in which the ring may occur. Whether or not one observes a complete ring
or an arc such as seen in Figure 1(a) is dependent upon the degree of orientation
of the tissue. In the experiments care was taken to align the tissue in the same
way from sample to sample but minor variations in orientation will always exist.

Given the orientation is known to be approximately vertical down the centre
of the image, a vertical slice down this line will locate the points at which the
highest intensities are expected. There is a further problem however, in that the
centre of the beam does not necessarily correspond to the centre of the image
or centre of the beam stop. For technical reasons it is difficult to determine
where the centre of the beam falls but an attempt has been made to do this, of
unknown accuracy. Due to the experimental controls the expectation is that the
same location should be the centre of the beam for all samples.

The first method of segmentation used a slice down the diffraction image from
(260, 0) to (260, 512) as shown in Figure 2(a). (260, 259) is the estimated beam
centre. Since individual intensity values recorded as a pixel by the detector can
be spurious, a simple averaging function was employed to ensure that finding the
maximum value was less heavily influenced by noise. The calculated value was
the average of the pixel and the pixels immediately surrounding it, such that the
result was an average of 9 pixel intensities (with the exception of pixels located
on the edge of the image that were averages of fewer pixel intensities). The
slice was split into either 5 or 10 sections and the maximum (smoothed) value
of a pixel in a sections was recorded in a feature designated MaxSliceSections.
The y-axis location of the maximum for sections was also recorded as another
feature, YlocMaxSliceSections. These features should pick up the differences in
intensity between the peaks.

The rings can vary in intensity, distance from the beam centre and how com-
plete they are. To capture this information, a radial segmentation technique
was employed. Images were segmented into either 5 or 10 circular regions radi-
ating from the beam centre. This is shown in Figure 2(b). From each regionr

several features were gathered. SumCircularRegionr and MaxCircularRegionr

are the sum of all intensity values in the region and maximum of the inten-
sity values for these regions, respectively. Intensity values were again averaged
for determining the maxima. Following the detection of the maximum intensity



A Case Study in Feature Invention for Breast Cancer Diagnosis 681

(a) Centre slice (b) Circular regions

Fig. 2. Segmentation used among some of the features

for a regionr, the distance from that point to the beam centre is designated
RlocMaxCircularRegionr.

As the correct beam centre is uncertain, RlocMaxCircularRegionr

may be compromised. The features YlocMaxCircularRegionr and
XlocMaxCircularRegionr were therefore included as alternate maximum
location measures (using x and y co-ordinate values) as they may be less
sensitive to this error. Note: Throughout the remainder of this paper feature
variable names represent all of the variables relating to that feature, unless
otherwise noted.

By sampling both the slice sections and circular regions at different fre-
quencies of 5 and 10 we hoped to create features that included the significant
information.

4 Classification

A näıve Bayes classifier was selected as the initial base classifier since it is known
to be a simple, efficient and effective classifier. These features are all numeric,
so we were faced with the issue of whether to use probability density estimation
or discretization, and if the latter, which discretization to employ. Due to the
small amount of data we deemed probability density estimation inappropriate as
accurate estimation of a probability density function may require large volumes
of data. Influenced by Yang and Webb [11] we instead used Equal Frequency
Discretization (EFD) with the number of buckets set to 5.

The Waikato Environment for Knowledge Analysis (WEKA) [10] software
version 3.3.6 was selected for this analysis as it encompasses both the chosen
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Table 1. Leave-one-out näıve Bayes classification accuracy

Feature # Name Accuracy

1 SumIntWhole 45.24%
2-11 MaxSliceSections (10) 76.18%

12-21 YlocMaxSliceSections (10) 78.57%
22-31 SumCircularRegions (10) 90.48%
32-41 MaxCircularRegions (10) 85.71%
42-51 YlocMaxCircularRegions (10) 69.05%
52-61 XlocMaxCircularRegions (10) 80.95%
62-71 RlocMaxCircularRegions (10) 73.81%
72-76 MaxSliceSections (5) 61.90%
77-81 YlocMaxSliceSections (5) 76.19%
82-86 SumCircularRegions (5) 80.95%
87-91 MaxCircularRegions (5) 95.24%
92-96 YlocMaxCircularRegions (5) 42.86%

97-101 XlocMaxCircularRegions (5) 57.14%
102-106 RlocMaxCircularRegions (5) 90.48%

classifier and discretization method required. This meant that it was necessary
for the input data to be written in the WEKA ARFF file format.

The settings used in the experiments were as follows. The weka.classifi-
ers.bayes.NaiveBayes classifier was used in conjuntion with weka.filters.unsuper-
vised.attribute.Discretize. The number of bins was set to 5 and the useEqual-
Frequency option enabled. The leave-one-out cross-validation test method was
used and all other settings were the WEKA program defaults.

5 Results

When the näıve Bayes classifier was run on the various features it produced
some very interesting results, shown in Table 1. The first column gives the fea-
ture a feature number. Most features are the result of splitting some area into
either 5 or 10 separate sections. These will have a range in the feature number
column instead of just one number, with each value in the range representing
a feature corresponding to one section. The second column is the feature name.
The accuracy using a näıve Bayes classifier with EFD discretization on only the
single feature or group of features is reported in the next column.

The individual features performed very differently. SumIntWhole was the
worst performing feature. Similarly, the x and y features at samples of both
5 and 10 sections also delivered very low accuracy. Some of the features that
stand out are the 10 SumCircularRegions, the 5 MaxCircularRegions and the
5 RlocMaxCircularRegions, although interestingly for no set of features was
equivalent performance obtained using both 5 and 10 partitions.

Our expectation was that effective classification would require a combination
of features. We first tried the combination of all 10 slice section features and the
10 circular region features. This delivered extremely high accuracy, 97.62%. This
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Table 2. Combinations of the 10 slice sections and 10 circular regions

Feature # Excluded Feature Accuracy

12-71 MaxSliceSections (10) 97.62%
2-11, 22-71 YlocMaxSliceSections (10) 92.86%
2-21, 32-71 SumCircularRegion (10) 95.24%
2-31, 42-71 MaxCircularRegion (10) 95.24%
2-41, 52-71 YlocMaxCircularRegion (10) 92.86%
2-51, 62-71 XlocMaxCircularRegion (10) 95.24%

2-61 RlocMaxCircularRegion (10) 95.24%
2-71 (None excluded) 97.62%

Table 3. Combinations of the 5 slice sections and 5 circular regions

Feature # Excluded Feature Accuracy

77-106 MaxSliceSections (5) 90.48%
72-76, 82-106 YlocMaxSliceSections (5) 85.71%
72-81, 87-106 SumCircularRegions (5) 92.85%
72-86, 92-106 MaxCircularRegions (5) 88.10%
72-91, 96-106 YlocMaxCircularRegions (5) 90.48%

72-96, 102-106 XlocMaxCircularRegions (5) 90.48%
72-101 RlocMaxCircularRegions (5) 90.48%
72-106 (None excluded) 90.48%

means that only one of the examples was misclassified by leave-one-out cross-
validation. To evaluate whether all of the 10 slice section and the 10 circular
region features were important for this outcome, we next tried all combinations
of these features with a single group omitted. Omitting the MaxSliceSections
group did not affect the accuracy obtained, but omitting any other single group
did, each one resulting in one or two more misclassifications. These results are
presented in Table 2.

We also tried the combination of all 5 slice section features and the 5 circular
region features in a similar fashion. This delivered high accuracy, 90.48% which
equates to four misclassified examples. To evaluate whether all of the 5 slice sec-
tion and the 5 circular region features were important for this outcome, we next
tried all combinations of these features with a single group omitted. Omitting
most of the groups did not affect the accuracy obtained, but when the groups
YlocMaxSliceSections and MaxCircularRegions were individually omitted they
resulted in several more misclassifications. Omitting the SumCircularRegions
group actually resulted in slightly improved accuracy, with one extra correctly
classified case. These results are presented in Table 3.

We also tried the combinations of all features at a sample size of both 5 and
10 sections. Again, we found that omitting some groups of features yielded high
accuracy results, with all results being over 90%. These results are shown in
Table 4.
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Table 4. Combinations of both the 5 & 10 slice sections and the 5 & 10 circular
regions

Feature # Excluded Feature Accuracy

12-106 MaxSliceSection (10) 92.85%
2-11, 22-106 YlocMaxSliceSection (10) 90.48%
2-21, 32-106 SumCircularRegion (10) 95.24%
2-31, 42-106 MaxCircularRegion (10) 95.24%
2-41, 52-106 YlocMaxCircularRegion (10) 92.85%
2-51, 62-106 XlocMaxCircularRegion (10) 90.48%
2-61, 72-106 RlocMaxCircularRegion (10) 92.85%
2-71, 77-106 MaxSliceSection (5) 92.85%
2-76, 82-106 YlocMaxSliceSection (5) 90.48%
2-81, 87-106 SumCircularRegion (5) 92.85%
2-86, 92-106 MaxCircularRegion (5) 95.24%
2-91, 97-106 YlocMaxCircularRegion (5) 95.24%

2-96, 102-106 XlocMaxCircularRegion (5) 95.24%
2-101 RlocMaxCircularRegion (5) 95.24%
2-106 (None excluded) 95.24%

6 Conclusions and Future Research

Herein we present preliminary results from an exploratory study that seeks to
identify features for diagnosing breast cancer from synchrotron X-ray scatter
data. This is a particularly challenging exercise due to the inherent complexity
of the information content in X-ray scatter patterns from complex hetrogenous
tissue samples. Nonetheless, we are encouraged by the high accuracy achieved
by our initial simple features.

Some caution is required in interpreting these results. With many different
experiments performed, it should be expected that some observed accuracies
are unrealistically high due to chance variation. That we obtained above 90%
accuracy on all combinations of features relating to 10 slice sections and 10
circular regions does however provide evidence that we are capturing significant
regularities in the data.

Our next challenge is to refine the features. A first step will be to more
accurately locate the centre of the beam for each image and then more precisely
locate and measure each of the rings.

We are also seeking to increase the size of the data set by collecting further
samples. This will allow better evaluation of the features. The ultimate test will
be to evaluate a specific classifier on a new data set of previously unsighted cases.
However, the research is still a long distance short of this objective.

Our preliminary results provide some hope to the prospect of developing
X-ray based techniques for detecting and diagnosing cancer that are more ac-
curate and less intrusive than those currently existing. If such techniques could
be developed they may lead to further decreases in mortality coupled with a
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decrease in the intrusiveness and uncertainty to which large numbers of women
are currently subjected.
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Abstract. This paper proposes and evaluates a new direct speech trans-
form method with waveforms from laryngectomee speech to normal
speech. Almost all conventional speech recognition systems and other
speech processing systems are not able to treat laryngectomee speech
with satisfactory results. One of the major causes is difficulty preparing
corpora. It is very hard to record a large amount of clear and intelligible
utterance data because the acoustical quality depends strongly on the
individual status of such people.
We focus on acoustic characteristics of speech waveform by laryngec-
tomee people and transform them directly into normal speech. The pro-
posed method is able to deal with esophageal and alaryngeal speech in
the same algorithm. The method is realized by learning transform rules
that have acoustic correspondences between laryngectomee and normal
speech. Results of several fundamental experiments indicate a promising
performance for real transform.

Keywords: Esophageal speech, Alaryngeal speech, Speech transform,
Transform rule, Acoustic characteristics of speech

1 Introduction

Speech is a perfect medium and most common for human-to-human informa-
tion exchange because it is able to be used without hands or other tools, being
a fundamental contribution for ergonomic multi-modality[1]. Much research has
also been developed to realize such advantages for human-machine interaction.
Many applications have been produced and they are contributing to human life.

On the other hand, many people who are unable to use their larynxes are
not able to benefit from such advances in technology although such assistance is
hoped for. Both esophageal and alaryngeal speech, which laryngectomee people
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Fig. 1. Processing of the proposed method

practice to enable conversation, are understandable and enables adequate com-
munication. However, conventional speech processing systems are not able to
accept them as inputs because almost all acoustic models in the current systems
are trained by intelligible utterances spoken by normal people. It is easy to find
a lot of corpora high in both quality and quantity in many languages. However,
there are not many resources of laryngectomee or other disordered speech be-
cause it is very difficult to sample a number of intelligible and clear utterances.
One of the major causes is dependence on individual status of speech.

We only focus on laryngectomee speech waveforms themselves to transform
them into normal speech. Many studies have attempted to transform laryn-
gectomee speech to normal speech, for example: re-synthesizing fundamental
frequency or formant of normal speech[2], or by utilizing a codebook[3]. We pro-
pose a radically different speech transform approach which handles only acoustic
characteristics. The concepts of the method have been applied to realize a speech
translation method and provided promising effectiveness[4, 5]. Fig.1 shows the
processing stages of our method. The proposed method is realized by dealing with
only correspondences of acoustic characteristics between both speech waveforms.
Our basic conception is based on belief that even laryngectomee utterances have
certain contents although these are inarticulate and quite different from normal
speech waveforms. At first, acoustic common and different parts are extracted
by comparing two utterances within the same speech side. These parts should
have correspondences of meaning between two different types of speech. Then
we generate transform rules and register them in a transform dictionary. The
rules also have the location information of acquired parts for speech synthesis on
time-domain. The transform rules are obtained by comparing not only speech
samples but also acquired transform rules themselves using Inductive Learn-
ing Method[6], still keeping acoustic information within the rules. Deciding the
correspondence of meaning between two speech sides is the unique condition
necessary to realize our method.

In a transform phase, when an unknown utterance of laryngectomee speech
is applied to be transformed, the system compares this sentence with the acous-
tic information of all rules within the speech side. Then several matched rules



688 Koji Murakami et al.

Learning:

The same contents 

Learning
phase

Step(1)

(X   @   Y)
W, Z 

(� @ �)
�, �

Step(2)

(A   @   C)
B, D 

(� @ �)
� , 	

�
�
�

A pair of utterance samples

unknown input in 
a laryngectomee 
speech

Searching 
suitable rules in 
rule dictionary 

Reproduction of the input 
by combining rules

A          Z          C � � �

Combining the elements of rules corresponded 
with suitable rules in the normal speechAdopted rules


A�C�+Z 
����+�

Transform

Acquisition of elements 
for transform rules

A pair of utterance samplesLaryngectomee
speech side

Normal speech
side

Acquisition of elements 
for transform rules

Registering common and different parts

Transform
phase

common parts

different parts

elements for rules

Rule2

Rule3

	

�

B
D

Transform Rule Dictionary

different parts
common parts

different parts
common parts

different parts
common parts

different parts
common parts

(A @ C) (�@ �)Rule1

Learning:

The same contents 

Learning
phase

Step(1)

(X   @   Y)
W, Z 

(� @ �)
�, �

Step(2)

(A   @   C)
B, D 

(� @ �)
� , 	

�
�
�

A pair of utterance samples

unknown input in 
a laryngectomee 
speech

Searching 
suitable rules in 
rule dictionary 

Reproduction of the input 
by combining rules

A          Z          C � � �

Combining the elements of rules corresponded 
with suitable rules in the normal speechAdopted rules


A�C�+Z 
����+�

Transform

Acquisition of elements 
for transform rules

A pair of utterance samplesLaryngectomee
speech side

Normal speech
side

Acquisition of elements 
for transform rules

Registering common and different parts

Transform
phase

common parts

different parts

elements for rules

Rule2

Rule3

	

�

B
D

Transform Rule Dictionary

different parts
common parts
different parts
common parts

different parts
common parts
different parts
common parts

different parts
common parts
different parts
common parts

different parts
common parts
different parts
common parts

(A @ C) (�@ �)Rule1(A @ C) (�@ �)Rule1
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are utilized and referred to their corresponding parts of the normal speech side.
Finally, we obtain roughly synthesized normal speech utterance by simply con-
catenating several suitable parts of rules in the normal speech side according to
the information of location. Fig.2 explains an overview of the processing struc-
ture of our method.

Although the method deals with speech waveforms, the boundaries of word,
syllable, or phoneme are not important for our method because the proposed
method does not prepare any acoustically correct interpretation, and transform
rules are designed by acoustic characteristics of speech from utterances. There-
fore, these rules will be able to adapt the speaker’s characteristics and habits
by recursive learning. We evaluate effectiveness of the transform rules through
fundamental experiments and offer discussion on behaviors of the system.

2 Laryngectomee Speech

Laryngectomee people try to acquire esophageal or alaryngeal speech as second
speech to enable them to once again communicate effectively in society. The
characteristics of these types of speech are explained in this section. Fig. 3, 4,
and 5 show normal, alaryngeal and esophageal speech, respectively. Each Figure
contains (A)waveform itself, (B)RMS power and (C)fundamental frequency.

2.1 Alaryngeal Speech

Alaryngeal speech has an unnatural quality and is significantly less intelligible
than normal speech. The utterances spoken using an artificial larynx, are not able
to contain any intonation, accent and emotion despite the speakers intention.
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Fig. 4. Alaryngeal speech

Table 1. Result of speech recognition

Type of speech Number of utterance Accuracy of correct words

Normal Speech 80 65.82%
Alaryngeal Speech 119 29.61%
Esophageal Speech 107 24.32%

The cause is that this device is only able to vibrate fixed impulse source. Some
research has improved the performance and quality of speech[9]. Fig. 4 shows
a sample of alaryngeal speech.
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Fig. 5. Esophageal speech

2.2 Esophageal Speech

Characteristics of esophageal speech mainly depend on difference of sound source
mechanism as shown Fig. 5. Several remarkable features are as follows: lower
fundamental frequency than normal speech, including a lot of noise and lower
volume[7]. Moreover, differences on prosody and spectral characteristics of speech
are also reported[8].

2.3 Speech Recognition for Laryngectomee Speech

We need to reveal the actual performance of conventional speech recognition for
laryngectomee speech. We utilized Julius[10] as a speech recognition tool. The

Table 2. Experimental conditions of speech processing

Size of frame 30msec
Frame cycle 15msec
Speech window Hamming Window
AR Order 14
Cepstrum Order 20

Table 3. Information of speakers

Type of speech Age/Gender Speaker’s feature

Normal Speech 24/Male student
Alaryngeal Speech 70/Male operation in 1990
Esophageal Speech 65/Male operation in 1994
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Fig. 6. Comparison of vector sequences

acoustic and language models in the system were constructed by the learning of
normal speech utterances. Table 1 explains the result of recognition performance.
It is obvious that the system is not able to treat laryngectomee speech without
rebuilding the acoustic model for esophageal and alaryngeal speech utterances.

3 Speech Processing

3.1 Speech Data and Spectral Characteristics

Various acoustic parameters specific to disordered speech have been developed
and applied to many studies[11]. Our study has succeeded to show acoustic
differences by a clustering method using these values between normal and dis-
ordered female voices[12]. However, we have focused on results of comparison
experiments using only spectral analysis[8].

We recorded utterance data with 16bit and 48kHz sampling rate, and down-
sampled to 16kHz. These data were spoken by three people whose usual speech
is normal, esophageal and alaryngeal, respectively. Table 2 shows parameters
adopted for speech processing, and Table 3 shows these speaker’s characteris-
tics. In this report, LPC Cepstrum coefficients were chosen as spectral parameter,
because we could obtain better results than the other representations of speech
characteristics[4].

3.2 Searching for the Start Point of Parts between Utterances

When speech samples were being compared, we had to consider how to normal-
ize the elasticity on time-domain. We meditated upon suitable methods that
would be able to give a result similar to dynamic programming[13] to execute
time-domain normalization. We adopted a method to investigate the difference
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Fig. 7. Difference between utterances

between two characteristic vectors of speech samples for determining common
and different acoustic parts. We also adopted the Least-Squares Distance Method
for the calculation of the similarity between these vectors. Two sequences of char-
acteristic vectors named ”test vector” and ”reference vector” are prepared. The
”test vector” is picked out from the test speech by a window that has definite
length. At the time, the ”reference vector” is also prepared from the reference
speech. A distance value is calculated by comparing the present ”test vector” and
a portion of the ”reference vector”. Then, we repeat the calculation between the
current ”test vector” and all portions of the ”reference vector” that are picked
out and shifted in each moment with constant interval on time-domain. When
a portion of the ”reference vector” reaches the end of the whole reference vector,
a sequence of distance values is obtained as a result. The procedure of comparing
two vectors is shown in Fig. 6. Next, the new ”test vector” is picked out by the
constant interval, then the calculation mentioned above is repeated until the end
of the ”test vector”. Finally, we should get several distance curves as the result
between two speech samples.

Fig. 7 shows two examples of the difference between two utterances. Italic
characteristics express Japanese. These applied speech samples are spoken by
the same esophageal speaker. The contents of the compared utterances are the
same in Fig. 7(A), and are quite different in Fig. 7(B) The horizontal axis shows
the shift number of reference vector on time-domain and the vertical axis shows
the shift number of test vector, i.e., the portion of test speech. In the figures,
a curve in the lowest location has been drawn by comparing the head of the
test speech and whole reference speech. If a distance value in a distance curve is
obviously lower than other distance values, it means that the two vectors have
much acoustic similarity.
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As shown in Fig. 7(B), the obvious local minimum distance point is not dis-
covered even if there is the lowest point in each distance curve. On the other
hand, as shown in Fig. 7(A), when the test and reference speech have the same
content, the minimum distance values are found sequentially in distance curves.
According to these results, if there is a position of the obviously smallest dis-
tance point in a distance curve, that point should be regarded as a frame in the
”common part” by evaluating the point by a decision method in our previous
research[4]. Moreover, if these points sequentially appear among several distance
curves, they will be considered a common part. At the time, there is a possibility
that the part corresponds to several semantic segments, longer than a phoneme
and a syllable.

3.3 Evaluation of the Obvious Minimal Distance Value

To determine that the obviously lowest distance value in the distance curve is
a common part, we need to employ a method based on a criterion. We chose
the angles formed where two lines cross each other. These lines are linked by
two distance points. Figure 8 shows angle calculation within the distance curve.
The angles θi are determined by a focused point(i) and two neighboring distance
points(i − 1, i + 1) excluding the start and end points of the distance curve. If
these two points have the minimal distance in a distance curve, we evaluate
them with heuristic techniques. A common part is detected if the lowest degree
of an angle θi is formed by a minimal distance point(i) and its neighboring
points(i− 1, i+ 1), because the portion of reference speech has much similarity
with the “test vector” of the distance curve at a point.

If several common parts are decided continuously, we deal with them as one
common part because we want to partition the utterance into few parts, and the
first point in this part will be the start point finally. In our method, the acoustic
similarities evaluated by several calculations based on Least-Square Distance
Method are the only factor for judgment in classifying common or different
parts in the speech samples.
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Fig. 9. Rule acquisition using Inductive Learning Method

4 Inductive Learning Method

Inductive Learning Method[6] acquires rules by extracting common and different
parts through the comparison between two examples. This method is designed
from an assumption that a human being is able to find out common and different
parts between two examples although those contents are unknown. The method
is also able to obtain rules by repetition of the acquired rules registered in the
rule dictionary. At the time, a sentence form rule is also acquired with a differ-
ent part rule by each comparison of utterances, and registered in the dictionary.
This type of rule consists of different parts and a common part which is replaced
with the variable “@”. Therefore, the rule should represent the abstracted sen-
tence without losing its meaning and be able to restore its context structure
in the learning stage and the transform stage, respectively. This approach has
been applied to many areas of natural language processing. The effectiveness of
the method was also confirmed in machine translation. Therefore, we applied
this method to acoustic characteristics of speech instead of character strings for
realizing a direct speech transform approach.

Figure 9 shows an overview of recursive rule acquisition by this learning
method. Two rules acquired as rule(i) and rule(j) are prepared and compared
to extract common and different acoustic parts similar to comparisons between
speech utterances. Then, these obtained parts are designed as new rules. If the
compared rules consist of several common or different parts, the calculation is
repeated within each part. It is assumed that these new rules are much more
reliable for transform.

If several rules are not useful for transform, they will be eliminated by gen-
eralizing the rule dictionary optimally to keep a designed size of memory. The
ability of optimal generalization in Inductive Learning Method is an advantage,
as less examples have to be prepared beforehand. Much sample data is needed
to acquire many suitable rules with conventional approaches.
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5 Generation and Application of Transform Rule

5.1 Acquisition of Transform Rules

Acquired common and different parts are applied to determine the rule elements
needed to generate transform rules. At the time, there are three cases of sentence
structure as the ”rule types”. If two compared utterances were almost matching
or did not match at all, several common or different parts are acquired, respec-
tively. And the other case is that these utterances have both parts at the time.
Combining sets of common parts of both normal and laryngectomee speech be-
come elements of the transform rules for rule generation. The set of common
parts extracted from the laryngectomee speech, which have a correspondence
of meaning with a set of common parts in normal speech, are kept. The sets
of different parts become elements of the transform rules as well. Finally, these
transform rules are generated by completing all elements as below. It is very
important that the rules are acquired if the types of sentences in both speech
sides are the same. When the types are different, it is impossible to obtain the
transform rules and register them in the rule dictionary because we are not able
to decide the correspondence between two speech sides uniquely. Information
that a transform rule has are as follows:

– rule types as mentioned above
– index number of an utterance in both speech sides
– sets of start and end points of each common and different part

5.2 Transform and Speech Synthesis

When an unknown laryngectomee speech is applied to be transformed, acous-
tic information of acquired parts in the transform rules are compared in turn
with the unknown speech, and several matched rules become the candidates to
transform. The inputted utterance should be reproduced by a combination of
several candidates of rules. Then, the corresponding parts of the normal speech
in candidate rules are referred to obtain transformed speech. Although the fi-
nal synthesized normal speech may be produced roughly, speech can directly be
concatenated by several suitable parts of rules in the normal speech side using
the location information on time domain in the rules.

6 Evaluation Experiments

All data in experiments were achieved through several speech processes as ex-
plained in 3.1. We applied 80 utterances of each speaker. The contents of in-
put speech were 54 three-digit numbers and 26 simple sentence included 8 of
”WATASHIWA * WO SURU.”(I play * .) and 5 of ”SOKODE * WO MIRU.”(I
watch a *.). Italic fonts express Japanese. The system was prepared with the
same parameters throughout the experiments for both between esophageal or
alaryngeal and normal speech to evaluate the generality of the system. The
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Table 4. Conditions for experiments

Frame length of test vector 120msec
Frame rate of both vectors 60msec
Margin of time delay ±180ms(±120ms)
The rate of agreement
for adopting rules

95%

Table 5. Comparison of correspondences of acquired rules

Speech data
Number of

Data
Number of

acquired rules
±180ms ±120ms

Alaryngeal-Normal 80 2,284 1,665(73.9%) 1,315(57,6%)
Esophageal-Normal 80 1,378 1,055(76.6%) 646(61.4%)

conditions shown in Table 4 were also adopted in these experiments. The rule
dictionary had no rule or initial information at the beginning of learning.

We evaluated that the system could obtain a number of useful transform rules
created by only the calculation of acoustic similarity between both esophageal
and normal speech, and alaryngeal and normal speech. Any other criterion was
adopted to limit to acquire transform rules throughout the experiments. When
several common parts were found in the calculation result in comparing ut-
terances, the one with the longest match was acquired as the transform rule.
Moreover, location of parts on time-domain was also evaluated because this char-
acteristic expressed the accuracy of correspondence of parts to those in another
speech side. We allowed a margin for parts appearing in time domain for differ-
ence in elasticity of individual utterances. Two margins, ±180ms and ±120ms
were applied because they corresponded with 1 and 1.5 mora in the Japanese
speech rate, respectively. When corresponding parts between two speech sides
in a rule appeared in appropriate location on time-domain with suitable length,
the rule included these parts was regarded as a correct rule because the corre-
spondences were able to be decided uniquely.

Table 5 shows a number of transform rules acquired by only acoustic sim-
ilarity. The system could also obtain many rules that have appropriate corre-
spondences without any limitation. Percentages in parentheses show the ratio
of total acquired rules to appropriate rules. These rules imply that it is possi-
ble to acquire correspondences between both speech sides by only calculating of
acoustic similarity.

7 Discussion

Many appropriate rules are obtained in both experiments through the same pa-
rameters. The results shows common and different parts appear approximately
close location on time-domain independent of speech type. They also indicate
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that calculation of acoustic similarity is able to be a criterion to partition laryn-
gectomee utterances although these are not clear and intelligible and are not able
to be deal with in conventional speech recognition. So, these rules show promising
possibilities for transform experiments. The number of appropriate rules from
esophageal speech is lower than from alaryngeal speech. Noises accrued from
injecting volumes of air into the esophagus are one of the major causes. The ta-
ble also show corresponding parts were adequately acquired in close location on
time-domain between normal and laryngectomee speech. However, the injecting
volumes causes the other problem that esophageal utterances have a tendency to
be longer than other types of speech. Therefore, longer margin should be needed
to deal with esophageal speech.

In both experiments, the system is able to obtain more than 50% of suit-
able rules with our unique criterion, location of time-domain. This limitation
is indispensable to manage the number of rules. We need other criteria to keep
a small number of rules in the dictionary, for example, stricter limitation on time-
domain, or checking length of extracted common or different parts, and so on.

We need to increase the number of speech utterances to obtain more suitable
transform rules, and it is also necessary to consider the contents of utterances
for more effective rule acquisition and application.

8 Conclusion and Future Works

In this paper, we have described the proposed method and have evaluated rule
acquisition without being parameter tuning specific for esophageal and alaryn-
geal speech. We have confirmed that appropriate acoustic information is able
to be extracted by calculation of acoustic similarity and that rules have been
generated.

We will consider adopting DP matching method to decrease calculation cost
because the method described in 3.2 needs a large amount of calculation.

We will have to implement transform experiments with a large amount of
data, and confirm the synthesized speech in normal speech by listening.
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with High Replicability

Remco R. Bouckaert

Xtal Mountain Information Technology and Computer Science Department
University of Waikato, New Zealand

rrb@xm.co.nz

remco@cs.waikato.ac.nz

Abstract. An important task in machine learning is determining which
learning algorithm works best for a given data set. When the amount of
data is small the same data needs to be used repeatedly in order to get
a reasonable estimate of the accuracy of the learning algorithms. This
results in violations of assumptions on which standard tests are based
and makes it hard to design a good test.
In this article, we investigate sign tests to address the problem of choos-
ing the best of two learning algorithms when only a small data set is
available. Sign tests are conceptually simple and no assumption about
underlying distributions is required. We show that simplistic sample gen-
eration can lead to flawed test outcomes. Furthermore, we identify a test
that performs well based on Type I error (showing a difference between
algorithms when there is none), power (showing a difference when it
indeed exists) and replicability.
Replicability is a novel measure of a quality of a test that gives an indica-
tion how likely it is that the test outcome will be the same when the same
test on the same data with the same sampling scheme and same pair of
algorithms is executed, but with a different randomization of the data.
A new definition of replicability is provided and its benefits highlighted.
Empirical evidence is provided to show the test is robust under a varied
range of circumstances.

1 Introduction

Choosing learning algorithms for classification tasks when a single data set is
given is an area marked with unexpected pitfalls [3, 10]. As a result, many
methods can indicate one algorithm outperforms another while the experimen-
tal data actually does not support such a claim. If the algorithms are closely
related, standard techniques such as minimum description length, information
criteria or Bayesian techniques [4] can be used for comparing the algorithms.
However, if the algorithms are based on a range of varied techniques such as
naive Bayes [5], C4.5 [8], or nearest neighbor [11], those techniques cannot be
applied straightforwardly. A commonly used technique is to repeatedly split the
data set in different training/test sets, train the algorithms on the traing set and
use the classification accuracies of the test sets as input for a hypothesis test.

T.D. Gedeon and L.C.C. Fung (Eds.): AI 2003, LNAI 2903, pp. 710–722, 2003.
c© Springer-Verlag Berlin Heidelberg 2003
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Inevitably, the various samples of accuracy thus obtained are somewhat depen-
dent because they are partially based on the same data. Consequently, the thus
far widely used t-test [6] based on resampling was found to have a high prob-
ability of resulting in a wrong recommendation [3]. Also the popular repeated
cross validation test [11] suffers from this problem [2].

This article tries to draw out a small part of the map by studying sign tests
for choosing between two learning algorithms when a small data set is given
(question 8 in Dietterich’s taxonomy of problems [3]). Sign tests are attractive
because they are conceptually simple: when multiple samples agree on the out-
come more than a threshold number of times, we decide to choose the preferred
algorithm, otherwise we accept the null hypothesis that the algorithms perform
equally well. Furthermore, sign tests require no assumptions about the under-
lying distribution, unlike t-tests. The only assumption underlying sign tests is
that samples are independent. In the remainder of this paper we will see how
easily this assumption can be violated.

Replicability of experiments is routinely addressed in areas like the social
sciences and physics. However, in experimental computer science and machine
learning in particular not a lot of attention is given to this issue. In a machine
learning setting, it became recently clear that many popular tests give different
outcomes when repeating the test on the same data, but with different random-
izations [2]. Clearly, this is an undesirable property of a test, because a researcher
or data analyst can be misled unintentionallys in thinking one method outper-
forms another, while the data may not support such claim except for the specific
randomization that was used in the experiment. In this article, we consider repli-
cability when judging the quality of a test.

This article is organized as follows. We start with an introduction to sign
tests and explain how to apply such tests to learning algorithm selection. In
Section 3, we discuss how to determine the quality of these tests, with special
emphasis on replicability. Section 4 describes experimental evaluation under a
range of circumstances. We conclude with some final remarks, recommendations
and directions for further research.

2 Sign Tests for Selecting Learning Algorithms

The null hypothesis of tests for determining which of two learning algorithms
performs best is that both algorithms performs the same. A sample to perform
the test is typically obtained by performing an experiment where the two al-
gorithms are repeatedly trained on one part of the data and tested on another
part of the data. Based on this sample (details follow later in this section), the
probability of the sample assuming the hypothesis is true can be calculated, the
so called p-value. If the p-value is below the significance level, which is a pre-
determined threshold, we reject the null hypothesis and decide that one of the
algorithms outperforms the other, otherwise we conclude that there is no support
for such a claim.
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The benefit of a sign test is that it does not make any assumption about
the underlying distribution and is very well suited to data from matched pairs.
Matched pairs naturally occur when comparing two algorithms A and B on n
data sets giving a pair of accuracies PA,i and PB,i (1 ≤ i ≤ n) on the test set.
Using the sign of the difference xi = PA,i − PB,i, we can count the number of
plusses and minuses. When accuracies PA,i and PB,i are the same, which occurs
quite often when two algorithms are performing very similarly, we count this
as half a plus and half a minus. The number of plusses and minusses can be
used to test the null hypothesis H0 that both algorithms perform the same.
If this is true, the probability of generating a plus or a minus is 0.5, in other
words H0 : p = 0.5.

Assuming the samples are independent and the null hypothesis is true, the
number of plusses and minuses follows a binomial distribution [9]. The proba-
bility of observing k plusses in n comparisons is P (k) =

(
n
k

)
pk(1− p)n−k, which

with p = 0.5 is P (k) =
(
n
k

)
1
2

n. We accept the null hypothesis as long as the
probability that the number of plusses is less than k or larger than n−k is more
than α.

A potential drawback of sign tests is that they do not exploit the magnitute
of the difference, just the sign of the difference, thus ignoring potentially valuable
information. The Wilcoxon sign-ranked test may aleviate this problem, but is
out of scope of this article.

Note that the one and only assumption made for performing a sign test is
that the samples are drawn independently. Unfortunately, we do not have the
luxury of getting independent samples because we are forced to reuse the data
in generating samples due to the small size of the data set. There are various
ways to obtain these samples. We describe the popular methods of resampling, k-
fold cross validation, and various ways to benefit from repeated cross validation.
These make obvious candidates to provide input for sign tests because they have
been used extensively in t-tests before.

Resampling. Resampling is repeatedly splitting the data randomly r times in
a training and a test set. The algorithms A and B learn on the training set and
accuracies PA,i and PB,i, 1 ≤ i ≤ r are obtained by classifying instances on the
accompanying test set. The sign of the difference xi = PA,i−PB,i is used for the
sign test with n = r comparisons.

k-fold Cross Validation. Cross validation splits the data D in k approximate
equal parts D1, . . . , Dk, and learn on the data D\Di, 1 ≤ i ≤ k with one
part left out. The part Di left out is used as test set. This gives k accuracy
differences xi = PA,i − PB,i from which the sign is used for a sign test with
n = k comparisons.

Use All Data. Repeating k-fold cross validation r times and using the results is
a way to increase replicability [2]. Such an experiment gives r×k differences xij ,
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1 ≤ i ≤ r, 1 ≤ j ≤ k. The signs can be used for a sign test with n = r × k
comparisons.

Average over Folds. Averaging over folds in a repeated cross validation exper-
iment, the recommended method for Weka [11], may be expected to give a better
estimate of the difference of accuracies and thus a way to improve the Type I er-
ror. To perform a sign test, take the sign of the average difference xi. =

∑k
j=1 xij

(where xij as for the use all data test) and apply a sign test with n = r compar-
isons.

Average over Runs. Averaging over folds can be interpreted as an improved
way of doing resampling. The natural extension is performing an improved way
of k-fold cross validation, and instead of averaging over folds, average over runs.
To perform a sign test, take the sign of the average difference x.j =

∑r
i=1 xij

and apply the test with n = k comparisons.

Average over Sorted Runs. Averaging over runs combines results from dif-
ferent runs rather arbitrary. One gets better estimates of a k-fold cross validation
experiment by first sorting the results for the individual k-fold cross validation
experiments and then taking the average. This way, the estimate for the min-
imum value is calculated from the minimum values in all folds, the one but
lowest from the one but lowest results in all folds, etc. Let xθ(ij) be the jth high-
est value of accuracy difference xi′j′ of run i. Then, take the sign of the average
difference x.j =

∑r
i=1 xθ(ij) and apply a sign test with n = k comparisons.

Figure 1 illustrates the difference between the data used for the tests. The
figure shows an example of 3x3 fold cross validation outcomes in the box at the
left half (though in practice a 10x10 fold cross validation is more appropriate).
All the data in the box in Figure 1 is used for the ”use all data” test. For
resampling, essentially only the first column is required when performing a 2/3-
1/3 split of training and test data. Cross validation uses only the first run, that
is, the first row of a 3x3 fold cross validation outcome. Averaging over folds
and runs is essentially summing over columns and rows respectively. For getting
sorted means, first the results have to be sorted over folds, giving the table at
the right of Figure 1. Then the means are obtained by summing over rows.

3 Quality of a Test

There are various ways to judge the quality of a test. Firstly, the Type I error
is the probability that a test rejects the null hypothesis while the hypothesis is
true. If the Type I error is lower than the significance level, the test is called
conservative. The power is the probability a test rejects the null hypothesis
when the null hypothesis is indeed false. The more power, the better the test.1

1 The Type II error (which explains Type I error’s name) is the probability a test
incorrectly does not reject the null hypothesis and it is related to the power through
Type II error = 1 - power.
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Fold Sorted Fold
Run Run1 2 3 1 2 3

1
2
3

1
2
3

3.33
6.66
6.66

5.55

10
3.33
-10

1.11

-6.66
0

-3.33

-3.33

2.22
3.33

-2.22

-6.66
0

-10

-5.55

3.33
3.33

-3.33

1.11

10
6.66
6.66

7.77
used when averaging over runs

used when averaging over folds

used when averaging over sorted runs

Fig. 1. Example illustrating the data used for the various tests. It shows the
data involved in doing the various tests if the data of a 3x3 fold cross validation
experiment were available. The ’use all data’ test uses all points in the top
rectangle

Typically, Type I error and power are related: the more power, the higher the
Type I error. Ideally, the Type I error should coincide with the significance level
and the power as high as possible.

Often, a test is only judged on its Type I error and power, but when a test
is based on repeatedly using the same small data set the issue of replicability
arises [2]. Replicability is the ability of a test to produce the same outcome on the
same data with the same pair of algorithms but with a different randomization
of the data. Obviously, this is an important property since it guarantees that an
experiment performed by a researcher or data analyst can be repeated by others
and that the outcome is unambiguous.

In [2], a rather ad hoc measure of replicability is proposed that demonstrates
that replicability is indeed an issue. The measure proposed is obtained by count-
ing how often a test gives the same outcome ten times when performing the test
with ten different randomizations of a data set. By generating 1000 data sets
from a single data source and counting the proportion of data sets for which the
test produces the same outcome in 10 different runs, an indication of replicabil-
ity for a particular data source is obtained. This procedure can be repeated for
different data sources. Minimal replicability tend to occur for those data sources
the hypothesis test has difficulty in deciding which outcome to prefer. This is
exactly the area where machine learning researchers typically work and where
data analysts make their most difficult decisions. So, the minimum replicability
over various data sources is determined to be the overall replicability of a test
in [2].

The problem with the proposed definition is that it depends on the number
of times a test is performed on a data set. If the number of tests is increased
from 10 to say 100, the probability that at least one test outcome differs from
the others increases and consequently the replicability decreases. So, replicability
cannot be mutually compared when different numbers of tests are performed on
a data set. We propose a new definition of replicability that does not depend on
the number of times a test is performed.



Choosing Learning Algorithms Using Sign Tests with High Replicability 715

Definition: Replicability of a hypothesis test is the probability two runs of the
test on the same data set, with the same pair of algorithms and the same method
of sampling the data produce the same outcome minimized over data sets.

To distinguish between this definition and the one in [2], we will refer to the
latter as 10x consistency. The outcome of a hypothesis test is two valued (reject
or not reject). Therefore, the probability two tests produce the same outcome
is at worst 50%. So, replicability is valued between 50% and 100%, unlike 10x
consistency which lies between 0% and 100%. In fact, our definition can be
interpreted as an upper bound of 10x consistency.

A naive approach to estimating the replicability would be to generate pairs
of randomization of a data set and run the test to obtain samples with which
to estimate replicability. However, assuming randomizations of a data set are
uniformly distributed we can perform a test n times and take every pair of
outcomes as a sample. There are

(
n
2

)
such pairs. Suppose k (0 ≤ k ≤ n) tests

reject the null hypothesis and the remaining n − k do not. Then
(
k
2

)
pairs of

rejecting pairs and
(
n−k

2

)
pairs of non rejecting pairs can be formed. This gives an

estimate of replicability as R(k, n) = (
(
k
2

)
+
(
n−k

2

)
)/
(
n
2

)
= k(k−1)+(n−k)(n−k−1)

n(n−1) .
By drawing m data sets from a data source and performing the test n times on
each data source, we can estimate replicability for the data source as follows.
Let ik (0 ≤ k ≤ n) be the number of times the test agrees k times (so

∑n
k=0 ik =

m). Then, replicability is R =
∑n

k=0
ik

mR(k, n). By comparing replicability for
various data sources a better indication of replicability of a test can be obtained.

4 Simulation Study

We performed some experiments to study the behavior of the sign tests by mea-
suring Type I error, power and replicability under different circumstances. A ran-
dom data source was created over 10 binary variables with a class probability
of 50% and all attributes independent. From this data source, 1000 data sets of
300 instances were drawn and one test set of 10.000 instances. Training naive
Bayes [5] and C4.5 [8] as implemented in Weka version 3.32 [11] on the 1000
data sets and averaging the accuracy measured on the test set showed that both
algorithms have a 50% accuracy, as expected. Another three data sources were
created by randomly generating Bayes networks over 10 binary variables and
generating 1000 data sets and one test set similarly. Table 1 shows the average
accuracies of those data sets. For sets 2, 3 and 4, C4.5 outperforms naive Bayes
with an increasing margin. The results for Set 1 are used to measure Type I
error because it is a data source for which both algorithm perform exactly the
same on average, guaranteeing that the null hypothesis is true. For the other
three sets we know that the null hypothesis is false and should be rejected. The
proportion of datasets for which this happens is a measure of the power of a test.

The input for the sign tests was obtained by training naive Bayes and C4.5
on each of the 4000 data sets using 10 fold cross validation repeated 1000 times.
2 Available from http://www.cs.waikato.ac.nz/ml.
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Table 1. Average accuracies (in percentage) on test data by training on the
1000 data sets and measuring on the test set

Algorithm Set 1 Set 2 Set 3 Set 4

Naive Bayes: 50.0 87.84 71.92 81.96
C4.5: 50.0 90.61 77.74 93.23

Difference 0.0 2.77 5.83 11.27

For each of the tests, a subset of these 1000x10 accuracies was used. For example,
for a 10x10 use all data test, only the first 10 runs of 10 fold cv was used. Default
options for naive Bayes and C4.5 in Weka were used. Table 2 shows the results
for ten trials of each test on a data set for the 1000 data sets at 5% significance
level. In each test, naive Bayes or C4.5 can be preferred or alternatively the null
hypothesis that both perform equal can be accepted. So, a total of 10.000 wins
can be reached maximally for an algorithm.

The last two columns of Table 2 shows replicability for the tests. The first is
10x consistency as defined in [2], which is calculated by determining the propor-
tion of data sets for which the outcome of a test is the same with 10 different
randomizations. The minimum of the four data sources is shown. The last col-
umn is replicability as defined in Section 3. Note that the same ranking of tests
is obtained by both forms of replicability.

Some observations on Table 2:

– The Type I error for resampling is just over 15% at the 5% significance level.
This elevated Type I error is considerably lower than the over 50% reported
on resampled t-test [3], but still higher than the expected 5%. The power
is reasonable, but the replicability is lowest of all test considered, 65.2% (or
even 16% more dramatically highlighted through 10x consistency), which
is realized on Set 3. This means that the probability of getting the same
outcome twice is only increased from 50% to 65%. Alternatively, this means
that for 84% of the data sets in Set 3 this test can provide different outcomes

Table 2. Type I error (for Set 1), power (for Set 2, 3 and 4) and replicability of
various sign tests at 5% significance level (all numbers in percentages)

Set 1 Set 2 Set 3 Set 4 10x con- Repli-
test Type I Power Power Power sistency cability

Resampling 15.23 25.36 45.45 93.77 16.0 65.2
k-fold cv 11.30 29.79 43.31 95.64 28.8 71.9
Use all data 48.35 68.49 86.64 100.00 43.1 78.3
Average over folds 61.80 78.86 90.22 100.00 34.7 75.3
Average over runs 53.74 69.07 86.28 100.00 32.6 74.2
Average over sorted runs 5.00 21.24 48.61 99.05 66.7 87.6
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depending on the particular randomization of the data set when running the
test twice.

– The k-fold cv test performs slightly better than the resampling test. The
Type I error is elevated at just over 11% due to the dependence between
samples because they are based on the same data. This increase is compara-
ble to the elevated Type I error for t-test where typical values are 10% [3, 7].
The power is quite reasonable, however the replicability (see last column of
Table 2) is rather low at almost 72%, which is considerably worse than for
tests based on repeated cross validation.

– The use all data test has an unacceptable high Type I error due to the
independence assumption underlying the sign test being violated. The de-
pendence between the various outcomes of a k-fold cv experiment is already
high, but increases when performing a repeated cross validation experiment.

– Also the Type I error for the average over folds and average over runs is
unacceptable high at over 50%. The reason is that the signs are based on
means over a number of cases and due to the dependence between the various
cases, these means will have the same sign very often.

– The Type I error for the average over sorted runs is exactly on the mark
at 5.00% and the power is quite acceptable as well. Sorting the folds before
averaging effectively breaks the dependence between the various cases. Also
notable is that the replicability is highest of all the tests considered. The
ranking of tests is in fact the same according to the two definitions of repli-
cability, however our definition makes it easier to compare replicability with
other experiments.

Table 2 shows that the Type I error for some tests is so bad at the 5%
significance level that we looked into trying to repair the test by changing the
threshold value artificially by rejecting the null hypothesis only if all signs are
the same. However, even then the Type I error for average over folds and average
over runs was unacceptable high (over 15%) while the use all data test lost its
power.

The overall conclusion is that judged on Type I error, power and replicability,
only the average over sorted runs test shows any sign of promise and the others
will not be considered further.3

4.1 Varying the Number of Runs

Another experiment was set up to measure the impact of the number of runs
and Table 3 shows the result for 5, 10, 15, 20, 25, 30, 40, 60 and 100 runs. Note,
only the outcomes of the sorted runs test is shown. Type I error for set 1 and
power for sets 2, 3 and 4 are listed and only one test per data set counts, so the
numbers are based on a sample of 1000. The last two rows list 10x consistency
and replicability.
3 Actually, the numbers were calculated for the tests for following tables, but it only

served to confirm the flaws just mentioned.
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Table 3. Type I error (for Set 1), power (for Set 2, 3 and 4) and replicability for
average over sorted runs test with 10 folds at 5% significance level for various
numbers of runs (in percentages)

test 5 10 15 20 25 30 40 60 100

Set 1 5.4 5.1 4.7 4.5 4.9 4.4 4.6 4.9 4.6
Set 2 20.4 21.7 22.2 22.1 22.0 22.7 22.6 23.1 23.3
Set 3 48.0 49.7 49.8 50.0 49.9 49.7 49.4 49.6 50.6
Set 4 98.4 99.0 99.4 99.2 99.4 99.6 99.4 99.3 99.4

10x consistency 54.1 66.7 72.5 74.9 79.3 80.1 82.2 85.3 89.4

Replicability 83.2 87.6 90.1 91.2 92.3 93.1 93.7 94.6 96.3

Table 3 suggests that there is a slight improvement of Type I error and power
with increasing numbers of runs. More interestingly, the replicability increases
to a point where it exceeds the highest known replicability of the acceptable
t-tests [2] according to 10x consistency. The 10x consistency of almost 90% for
100 runs comes at the cost of extra computational effort. It is also comforting
to realize that with 100 runs, the probability of getting the same outcome using
this test is over 96%.

4.2 Varying Class Probability

Data sources similar to the one used for Set 1 were created with class probabilities
ranging from 10% to 50% and 1000 data sets generated with each of them (Set
1 was used for the 50% data source). The Type I error measured based on
a sample of 1000 was 0.0, 0.0, 1.3, 3.8 and 5.1% for class probabilities of 10,
20, 30, 40 and 50% respectively. Note that the Type I error decreases with
decreasing class probability because the classifiers tend to become more similar
and predict the majority class only. The Type I error is very acceptable for the
desired significance level.

4.3 Varying Significance Level

In the experiments, the significance level of the test was varied ranging from 1
to 11 percent for the sorted runs test only and results are shown in Table 4. For
Set 1, the Type I error is listed and for Set 2, 3 and 4 the power is listed. Only
the first of the ten tests on each data set counts in this experiment, so the Type
I error/power is based on a sample of 1000 (which explains the slight difference
in Type I error at 5% in this table and Table 2).

Table 4 shows that the Type I error is acceptably close to the desired level for
1%, 5% and 10% levels, but jumps to almost 25% where 11% is desired (increas-
ing the number of runs shows the same effect shown in a separate experiment).
Note that there is a threshold effect: for ten folds, an algorithm is recommended
if all 10 signs are the same at α = 0.1%, if 9 or more signs are the same at
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Table 4. Type I error (for Set 1) and power (for Set 2, 3 and 4) for average
over sorted runs test with 10 runs and 10 folds at various significance levels (in
percentages)

test 1% 5% 10% 11%

Set 1 0.5 5.1 5.6 24.3
Set 2 7.2 21.7 26.7 48.2
Set 3 19.9 49.7 52.9 75.6
Set 4 92.6 99.0 99.3 100.0

α = 1.1%, and 8 or more at α = 5.5%. So when putting the significance level at
say 2.5% the number of signs at which an algorithm is preferred over the other
is the same as at a 5% significance level for 10 runs. This threshold effect is
inevitable when using the small sample of 10 folds.

4.4 Varying Number of Folds

Table 5 lists the results when varying the number of folds based on a sample of
1000. This table highlights the aforementioned threshold effect and shows that
one has to be careful in selecting an appropriate number of folds.

4.5 Varying Algorithms and Variable Cardinality

To see the behavior of the sign test with other algorithms, we trained near-
est neighbor, tree augmented naive Bayes and support vector as implemented
in Weka [11] with default parameters. To get an impression of how well non-
binary data is handled, two new data sources were used: one with ten ternary
variables and one with ten four-valued variables with all variables independent
and uniformly distributed. Using the outcomes of 10 times repeated 10 fold
cross validation, pair-wise sign tests were performed at 5% significance level.
Table 6 shows the Type I error for pair-wise comparisons of algorithms (based
on a sample of 1000). Weka’s support vector implementation works on binary
variables only, so the outcome for ternary and four valued variables is omitted.

Table 5. Type I error (for Set 1) and power (for Set 2, 3 and 4) for average
over sorted runs test with 10 runs at 5% significance level for various numbers
of folds (in percentages)

test 5 10 20 30 40 50

Set 1 0.4 5.1 9.4 11.2 9.8 13.8
Set 2 9.4 21.7 22.6 20.1 14.5 14.7
Set 3 25.3 49.7 48.7 46.5 43.8 44.5
Set 4 97.0 99.0 98.7 97.6 96.6 96.6
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Table 6. Type I error (in percentage) for average over sorted runs test with 10
runs and 10 folds on a binary (Set 1), ternary and four valued data for various
algorithms (nb = naive Bayes, nn=nearest neighbor, tan = tree augmented naive
Bayes, sv = support vector)

Binary Ternary Four valued

C4.5 nb nn tan C4.5 nb nn C4.5 nb nn

nb 5.1 3.9 4.1
nn 2.7 4.9 2.3 5.3 2.4 4.7
tan 5.4 2.1 3.7 3.8 0.2 5.6 4.0 0.0 4.8
sv 1.6 0.6 0.8 0.7

Remarkably, all Type I errors do not exceed the 5% significance level substan-
tially, suggesting that this is a reasonable conservative test for comparing pairs
of algorithms. Also, tests with closely linked underlying mechanisms, like naive
Bayes and tree augmented naive Bayes, show the dependency of algorithms in
the very low Type I error.

4.6 Replicability on Real Datasets

In order to see how the test behaves on real world data sets, we performed an
experiment running naive Bayes (NB), C4.5 and nearest neighbor (NN) using
27 UCI [1] datasets4. Though this does not allow us to measure Type I error
or power, since it is not known whether the null hypothesis is true or not, it
makes it possible to get an indication of replicability of a hypothesis test. Ten
times running a 10x10 sorted runs test as before, 20 instances returned consis-
tent outcomes in all ten runs for NB against C4.5 and against NN. Comparing
C4.5 against NN even gives consistent outcomes for 24 datasets. Calculating
replicability by pooling the outcomes of the runs gives 89% for NB vs C4.5, 92%
for NB vs NN and 95% for C4.5 vs NN. So, the sorted runs test has a rather
acceptable level of replicability on real live dataset as well.

5 Conclusions

We demonstrated how to successfully apply a sign test to selecting between two
learning algorithms when a small data set is available. The benefits of sign tests
are that they are conceptually simple and based on very few assumptions. We
investigated various methods for generating samples from a single small data set.
Most of these methods are well known for generating samples used in t-tests, but
surprisingly all these methods turned out to have serious flaws. Only one test
4 Namely anneal, arrhythmia, audiology, autos, balance-scale, breast-cancer, credit-

rating, ecoli, German credit, glass, heart-statlog, hepatitis, horse-colic, Hungarian
heart disease, ionosphere, iris, labor, lymphography, pima-diabetes, primary-tumor,
sonar, soybean, vehicle, vote, vowel, Wisconsin breast cancer and zoo.
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among the investigated tests exhibited an acceptable Type I error, reasonable
power and a good level of replicability .

This test is based on a repeated 10 fold cross-validation experiment where
the folds are sorted and the accuracy of each fold is averaged. Then the signs
of the 10 averaged accuracies can be used for a standard sign test. Increasing
the number of runs improves replicability, which can reach over 96% at 100
runs. This compares favorably with results for t-tests [2]. Though replicability is
already reasonably good at 10 runs, the number of runs should only be limited
by computational considerations in order to guarantee replicability. Changing
the number of folds is not recommened due to threshold effects inherent to the
sign test. Empirical evidence suggests this test performs robustly under a varied
range of circumstances.

Another contribution of this paper is a refined definition of replicability. Its
benefits are highlighted and it is demonstrated that various tests are undesirable
due to their low replicability.

There are two obvious areas in which to extend the tests presented here. One
is in selecting the best out of multiple algorithms instead of selecting the best
of just two algorithms. Another one is in selecting the best of two algorithms
when data sets from multiple domains are available since often machine learning
algorithms are compared on benchmark data sets like from the UCI reposi-
tory. Combined, those two problems form the final goal of this exploration. All
these questions pose various multiple comparison problems; the probability that
a pair-wise comparison indicates a preference for an algorithm, while in reality
there is none, increases when comparing multiple algorithms and multiple data
sets. Given the issues highlighted in this paper for the simple case of just two
algorithms, it is worth studying those problems in greater detail.
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Abstract. This paper1 proposes C3, a new learning scheme to improve
classification performance of rare category emails in the early stage of
incremental learning. C3 consists of three components: the chief-learner,
the co-learners and the combiner. The chief-learner is an ordinary learn-
ing model with an incremental learning capability. The chief-learner per-
forms well on categories trained with sufficient samples but badly on
rare categories trained with insufficient samples. The co-learners that
are focused on the rare categories are used to compensate for the weak-
ness of the chief-learner in classifying new samples of the rare categories.
The combiner combines the outputs of both the chief-learner and the
co-learner to make a finial classification. The chief-learner is updated in-
crementally with all the new samples overtime and the co-learners are
updated with new samples from rare categories only. After the chief-
learner has gained sufficient knowledge about the rare categories, the
co-learners become unnecessary and are removed. The experiments on
customer emails from an e-commerce company have shown that the C3
model outperformed the Naive Bayes model on classifying the emails of
rare categories in the early stage of incremental learning.

1 Introduction

Many applications of text classification systems follow the following scenario.
Given a set of samples collected before time t0, first classify the samples into m
categories or classes (usually manually) according to some defined business crite-
ria. Then divide the samples into a training set and a test set, use a classification
algorithm to build a model from the training set and test it with the test sam-
ples. After that, install the model to classify new samples coming after time t0
and verify the results of classification through other means. Finally update the
model with new samples. A typical example is automatic classification and rout-
ing of customer emails that is adopted in many companies. In these systems,
1 Supported by the National Natural Science Foundation of China (No 60003005) and

IBM.

T.D. Gedeon and L.C.C. Fung (Eds.): AI 2003, LNAI 2903, pp. 747–758, 2003.
c© Springer-Verlag Berlin Heidelberg 2003
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a model is first built from selected customer emails and then applied to classify
new customer emails in real time and route them to corresponding people to
handle. The people who process these emails identify the misclassified emails,
correct the classification results and save the results in the email database. These
identified emails are later used to update the model.

These real world applications require the learning model to possess the fol-
lowing capabilities:

1. Incremental learning. Since the misclassified emails are continuously fed into
the email database, the model must be able to incrementally learn the new
knowledge embedded in these emails to avoid future mistakes.

2. Adaptive to new categories. Some new emails may not fall into any of existing
categories in the model. The knowledge of the new categories can be added
incrementally to the model without rebuilding it.

3. Learning quickly from few examples. In many application domains, the dis-
tribution of samples of different categories is uneven. Some categories have
much less samples than others. It is difficult for the learning model to learn
the characteristics of these categories due to insufficient samples.

A few learning algorithms [2], such as Naive Bayes, neural networks and super
vector machines, possess the incremental learning capability. Adding new cate-
gories to a model is straightforward to the Naive Bayes algorithm and achievable
in neural networks and super vector machines. The challenge to a learning al-
gorithm is the speed of incremental learning. If new samples come slowly, most
learning algorithms take long time to learn sufficient knowledge of the rare cate-
gories, because their incremental learning is done either through modification of
the model architecture such as a neural network architecture [6] or readjustment
of model parameters during the learning process such as the weights of a neu-
ral network or probabilities of a Naive Bayes model [4][5][7]. When classifying
new samples of rare categories, the model usually performs badly until sufficient
knowledge is learnt about the categories.

In this paper, we propose a new learning scheme, called C3, that uses three
learning components to improve the learning performance on rare categories. The
first component chief-learner is an ordinary learning model with the incremental
learning capability. In the initial model building stage the chief-learner can learn
sufficient knowledge on the categories with enough training samples and perform
well on classification of new samples of these categories. However, it performs
badly on some rare categories because it is insufficiently trained. As time goes
and more new samples are fed to the model incrementally, the knowledge about
the rare categories augment and its classification accuracy on the new samples
of the rare categories increases.

To compensate for the weakness of the chief-learner in classifying samples of
rare categories in the early stage, we use a group of co-learners to quickly gain
the knowledge of these categories. The co-learners contain only the knowledge of
rare categories and therefore are more sensitive to the new samples of rare cate-
gories. The outputs of the chief-learner and the co-learners are combined in the
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combiner in such a way that if the received new sample is of a rare category, the
output of one co-learner will boost its chance to be classified correctly. The new
samples of rare categories are fed to both the chief-learner and the co-learners to
incrementally update the models. The more knowledge about the rare categories
is learnt by the chief-learner, the less contribution to the classification is made
by the co-learners. After the chief-learner has accumulated enough knowledge
about the rare categories and is able to classify their samples independently, the
co-learners become unnecessary and dead. The age of a co-learner depends on
the learning speed of the chief-learner on that category.

We have implemented the C3 scheme using the Naive Bayes model as the
chief-learner and instance-based learning technique as the co-learners. The com-
biner is designed as (1− f(t))PCf

+ f(t)PCo where PCf
and PCo are the outputs

of the chief-learner and co-learners respectively and f(t)t→∞ → 0. Experiments
on classification of customer emails from an e-commerce company have shown
that the new learning scheme raises classification accuracy of the rare email
categories in the early stage of the model.

The reminder of this paper is structured as follows: In Section 2, we introduce
the framework of C3 and explain its incremental learning process and combina-
tion method. The implementation is addressed in Section 3. Section 4 presents
the experimental results. Finally, we give a brief conclusion and point out our
future work in Section 5.

2 C3 Scheme

2.1 C3 Framework

The C3 scheme is a variant of the ensemble learning algorithms [8] that combine
the outputs of multiple base learners to make the final classification decision. Un-
like most ensemble algorithms who see no differences among their base classifiers,
C3 employs two kinds of base classifiers aiming at improving the classification
performance at the early stage of incremental learning. The learning system
of C3 consists of three components: a chief-learner, a set of co-learners and a
combiner. Figure 1 shows the relationships of these three components. The chief-
learner Cf (t) is an ordinary classifier that has an incremental learning capability.
Let D(t0) be a training data set collected at time t0 and classified into m cate-
gories. Cf (t0) is a classifier built from D(t0) with a learning algorithm. Due to
the uneven distribution of categories in the training data set, Cf (t0) may not
perform on some rare categories whose samples are not sufficient in D(t0).

The co-learners Ci
o(t0) are built to compensate for the weakness of Cf (t0) in

classifying the new samples of the rare categories. Each Ci
o(t0) is built only from

the samples of the rare category ci. It turns to produce a strong output when
it classifies a new sample of category ci and a weak output if the sample is in
other categories.

The combiner Cm(t) combines the outputs from Cf (t) and Ci
o(t) to deter-

mine the final classification on a new sample. If a new sample is in a rare
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Fig. 1. The framework ofC3 scheme. The combinerCm (t) combines the outputs
from the chief-learner Cf (t) and the co-learners Ci

o (t)

category ci, Cf (t) tends to produce a weak output while the co-learner Ci
o(t)

will generate a strong output. Let P i
Cf

(t) and PCi
o
(t) be the outputs of Cf (t)

and Ci
o(t) given input sample d from category ci respectively. The output of the

combiner Cm(t) is calculated as

c∗ = argmax
i∈C

((1− fi(t))P i
Cf

(t) + fi(t)PCi
o
(t)) (1)

where C is the set of all categories, fi(t)t→∞ → 0 is a decay function and
fi(t) = 0 if ci is not a rare category.

From (1) we can see that if a new sample d belongs to a category cj that
is not a rare category, P j

Cf
for category cj will be large while PCf

for other
categories will be small. All PCo will be small. Therefore, the final classification
will be determined only by P j

Cf
. If the new sample is in a rare category ci, the

chief-learner output P i
Cf

may not be greater than those of other categories and
the sample is likely misclassified by the chief-learner. However, the co-learner for
category ci will generate a large PCi

o
that will compensate for the weakness of

the chief-learner result through the combiner (1) and a correct classification can
be obtained.

As more examples of a rare category ci are learnt by the chief-learner Cf (t)
overtime, P i

Cf
(t) for category ci increases. Because the decay function fi(t) de-

creases as more samples for category ci are received, the effect of PCi
o
(t) also

decreases to avoid bias on category ci. At time tn when sufficient knowledge
about category ci has been learnt by the chief-learner, fi(tn) → 0. The co-
learner for category ci becomes unnecessary and dead. This process indicates
that the co-learners are dynamic. When a sample of a new category is pre-
sented to the system, a co-learner for that category is created. When enough
knowledge of a rare category is learnt by the chief-learner, the corresponding
co-learner is removed. The life cycles of co-learners are determined by the decay
functions fi(t).

2.2 Incremental Learning Process

The incremental learning process of a C3 learning system is illustrated in Fig-
ure 2. At the initial stage time t0, a set of training samples from a learning domain
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Fig. 2. The incremental learning process of C3. The new category c4 is added
at time t1. At time tn, the chief-learner is well trained on this category and the
co-learner C4

o is removed

is collected. Assume the samples are classified into 3 categories {c1, c2, c3} and
all categories have enough samples. The initial model of the chief-learner is built
from the initial samples and no co-learner is created. At time t1, few samples
of a new category c4 are identified. The chief-learner model built at time t0 is
unable to classify them. The knowledge of category c4 is learnt incrementally by
the chief-learner. A co-learner for this category is created from the few samples.
The updated learning system now contains partial knowledge about category c4,
therefore can partially process new coming samples of that category. At time t2,
more c4 samples have been present to the system, some being classified correctly
and some classified wrongly. These samples are fed to the learning system and
the chief-learner has learnt more complete knowledge about c4, therefore, be-
ing able to classify new coming samples with a greater confidence. At time tn,
enough c4 samples have been learnt by the chief-learner that has gained suffi-
cient knowledge about c4 through the incremental learning process and is able
to classify new coming c4 samples correctly. The co-learner for category c4 has
become unnecessary, therefore being removed from the learning system.

The above process describes the life cycle of one co-learner. In a real dynamic
learning process, a few rare categories can be present in the same or different time
periods. At any time ti, old co-learners can be removed and new co-learners can
be created. Also the life cycles of different co-learners are different, depending
on the coming speed of the new samples of the rare categories. However, the C3
learning system is adaptive to this dynamic process. One important part of the
dynamic learning process is the identification of samples of rare categories and
feeding of the correct samples to the learning system. In real applications, this
part is often performed by human being.

3 An Implementation

In this section, we present an implementation of the C3 scheme that uses the
Naive Bayes model as the chief-learner and the instance-based techniques as the
co-learners. We use the learning curve generated from the training samples to
determine the combiner.
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3.1 The Naive Bayes Chief-Learner

We choose the Naive Bayes model [1] as the chief-learner in our C3 implemen-
tation for its simplicity, capability in incremental learning and performance in
text document classification which is our application domain. In the Bayesian
learning framework, it is assumed that the text data is randomly generated by
a parametric model (parameterized by θ). The estimates of the parameters θ̂ can
be calculated from the training data. The estimated parameters then can be used
to predict the class of new documents by calculating the posterior probability of
the new documents belonging to the existing classes in the model.

Let D be the domain of documents that has |C| categories and p(di|θ) a model
that randomly generates a document di ∈ D according to

p (di|θ) =
|C|∑
j=1

p (cj |θ) p (di|cj ; θ) (2)

where p(cj|θ) is the probability of category cj and p(di|cj ; θ) is the prior prob-
ability of document di belonging to category cj . In this paper we assume that
p(di|cj ; θ) is a multinomial model [1]. Let W be the word vocabulary, docu-

ment di is represented as a vector
〈
wdi,1 , wdi,2 , . . . , wdi,|di|

〉
, where wdi,j ∈W is

the jth word in document di. With the Naive Bayes assumption on the indepen-
dence of the word variables, the probability of document di in class cj is given
by

p (di|cj ; θ) = p (|di|)
|di|∏
k=1

p
(
wdi,k

|cj ; θ
)

(3)

where θ = (θj , θj,t), θj ≡ p (cj |θ), θj,t ≡ p (wt|cj ; θ) and
∑|W |

t=1 θj,t = 1. Let
N (wt, di) be the count of word wt in document di, and define P (cj |di) ∈ {0, 1},
as given by the documents class label. Given training documents set D, θj,t can
be estimated by

θ̂j,t =
1 +

∑|D|
i=1 N (wt, di)P (cj |di)

|W |+
∑|W |

s=1

∑|D|
i=1 N (ws, di)P (cj|di)

(4)

and θj is estimated by

θ̂j =
|D|∑
i=1

P (cj |di) / |D| (5)

Given θ̂j and θ̂j,t, the posterior probability of document di belonging to
class cj can be calculated by

p
(
cj |di; θ̂

)
=

p
(
cj |θ̂

)∏|di|
k=1 p

(
wdi,k

|cj ; θ̂
)

∑|C|
r=1 p

(
cr|θ̂

)∏|di|
k=1 p

(
wdi,k

|cr; θ̂
) (6)



C3: A New Learning Scheme to Improve Classification 753

Incremental learning is performed by re-calculating new θ̂ based on previous
N(wt, di), P (cj |di) and the new training sample. To reduce the vocabulary size
and increase the stability of the model, feature selection is conducted by selecting
words that have the highest mutual information with the class variable.

3.2 Instance-Based Co-learners

A co-learner for a rare category cj is built from |Dj|(≥ 1) samples where Dj

is the set of samples from category cj . Let di =
〈
wi,1, wi,2, . . . , wi,|W |

〉
be a

document in Dj where wi,j is the frequency of word wj ∈W in document di and
1 ≤ i ≤ |Dj|. The co-learner for category cj is modeled by center of the training
samples as 〈

vj,1, vj,2, . . . , vj,|W |
〉

(7)

where

vj,k =
|Dj |∑
i=1

wi,k/ |Dj| (8)

Given a new document d =
〈
w1, w2, . . . , w|W |

〉
, we first calculate the Eu-

clidean distance between the document and the center as

dvj =

√√√√
|W |∑
k=1

(wk − vj,k)2 (9)

We then map dvj to its probability of the normal distribution as

g
(
dvj

)
=

e−(dvj
−μ)2

/2σ2

σ
√

2π
(10)

where μ = 5.5 and σ = 1 in our settings.

3.3 The Combiner

We use a decay function f(t) to balance the influence of the chief-learner and
the co-learners in the combiner when making the final classification. In learning
knowledge of a new category, the co-learner learns much faster than the chief-
learner.

Figure 3 shows the learning curves of the chief-learner and a co-learner. The
learning speed of the co-learner Co(t) is faster than the chief-learner Cf (t) in the
early stage of the model. The co-learner is more accurate than the chief-learner
in classification of a rare category samples. Therefore, more weight should be put
on the co-learner. As time goes and more knowledge about the rare category is
learnt by the chief-learner, its classification accuracy increases. Then the weight
on the co-learner decreases in order to avoid bias on this category and result in
overfitting. In this work we define the decay function as

fj(t) =
1

4
√
agej(t)

, t ≥ 1 (11)
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Fig. 3. Learning curves of the chief-learner Cf (t) and the co-learner Co(t)

where agej(t) is defined as the total number of samples on rare category cj fed
to C3 at time t. Thus the combiner of (1) is implemented as

c∗ = argmax
i∈C

((1 − 1
4
√
agei(t)

)P i
Cf

(t) +
1

4
√
agei(t)

PCi
o
(t)) (12)

4 Experimental Results

The implementation of the C3 scheme was tested with customer email data
collected from a small e-commerce company in Hong Kong that sells products to
global customers through emails. The company receives daily about 100 customer
emails that order products, pay with credit cards, query about products, prices
and services, and return products. The emails are written in different languages.
Currently, an email categorization system is employed to classify incoming emails
and route them to the corresponding people to process. All classification results
are saved in an email database. If an email has been classified wrongly, the person
who processes it will reclassify it and save the right result in the email database
for model update.

4.1 E-mail Data Sets

971 customer emails received in 10 consecutive days in September 2002. These
mails were manually classified to 17 categories according to some business cri-
teria. In this experiment we threw away the junk emails and selected only 8
categories with more than 20 emails. We divided these emails into three groups.
Group 1 contains categories of “Discount Question”, “Item Question”, “Order
Address Amend”. Group 2 contains categories of “Credit card Refused”, “Over
Charge”, “Product Inquiry” and “Order Amend”. Group 3 contains categories
of “Order Status Question”, “Over Charge” and “Product Inquiry”. Two cate-
gories appeared in two groups without any particular reason.

We divided emails in each group into a training set and a test set. For the
training set we chose one category as the rare category and assumed that emails
in this category arrived in separate days. The emails in other categories collected
before the date when the model was built. The settings of training emails are
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Table 1. Training sets. Categories marked with ∗ were the rare categories that
arrived in separate days

Group1

Category day0 day1 day2 day3 day4 day5 day6 day7 day8

Discount Question 14
Item Question 13
Order Address Amend∗ 1 6 11 16 21 26 31 36

Group2

Category day0 day1 day2 day3 day4 day5 day6 day7 day8

Credit Card Refused 17
Over Charge 31
Product Inquiry 60
Order Amend∗ 1 6 11 16 21 26 31 36

Group3

Category day0 day1 day2 day3 day4 day5 day6 day7 day8 day 9

Order Status Question 149
Over Charge 43
Product Inquiry∗ 1 11 21 31 41 51 61 71 81

Table 2. Test sets

Group1

category sample no. category sample no.

Discount Question 13 Item Question 11
Order Address Amend 18

Group2

category sample no. category sample no.

Credit Card Refused 15 Over Charge 30
Product Inquiry 15 Order Amend 14

Group3

category sample no. category sample no.

Order Status Question 63 Over Charge 18
Product Inquiry 23

shown in Table 1. We used one test data set for each group due to lack of sample
emails. The same test set was used to test all updated models obtained from
different dates. The number of samples for each category is given in Table 2.
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Fig. 4. Experimental results on Group1. Left side shows F1 obtained from all
the testing samples in Group1 and the right side that of the rare(Order Address
Amend) category

4.2 Model Building and Incremental Learning

We first used training emails on Day 0 to build a Naive Bayes model and tested
it with the test emails without the rare category. Then, we updated the model
with emails of the rare category on Day 1 and tested the updated model with
all test emails in a group. Since a new category was added on Day 1, we created
a co-learner for the rare category to build a C3 model. We then tested the C3
model with the test emails. We continued this process for all the consecutive
days and evaluated the classification performance of each updated model with
the test emails.

The classification performance of each updated model was measured by

Fβ =
(β2 + 1)× p× r

β2p + r
(13)

where p and r are the precision and recall [3] calculated from the test data set. In
our approach, we regard precision and recall equally important, so we set β = 1.
Since precision and recall are not isolated from each other, this measure avoids
bias on either.

4.3 Result Analysis

Figure 4 shows the experiment results of Group 1 data. The horizontal axis
represents the number of the rare category emails accumulatively fed to the
model in consecutive dates. Each point on the curves represents a particular
date when the model was updated incrementally and tested. The solid curve is
the result of the Naive Bayes model and the dotted curve is the result of the C3
model. Each curve is the average result of three independent experiments on the
Group 1 data.

From the left side of Figure 4, one can see the chief-learner Naive Bayes
model performed very well on Day 0 when no email of the rare category was
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Fig. 5. Experimental results on Group2(top) and Group3(bottom)

present. On Day 1 when one rare category email was learnt, the performance of
the Naive Bayes model dropped dramatically, the classification accuracy of the
C3 model could still achieve more than 60% even if only one email was present
in the co-learner. The effectiveness of the co-learner in the early stage of learning
a rare category was obvious. On Day 2, 5 emails of the rare category were learnt
by the models, the performance of the Naive Bayes model improved a little
but the performance of the C3 model decreases slightly due to the disturbance
of the data. On Day 3, 5 more emails of the rare category were learnt again.
Both the Naive Bayes model and the C3 model showed a significant increase
in classification performance because more knowledge has been accumulated in
both models. However, the C3 model performed better than the Naive Bayes.

On Day 6, 26 emails of the rare category had been learnt. The two models
achieved the best performance because the sufficient knowledge on that category
had been accumulated. After Day 6, the performance of the Naive Bayes model
remained stable. However, the performance of the C3 model dropped slightly.
This is due to the overfitting of the C3 model caused by the co-learner. When
this point arrived, the function of the co-learner should stop because the Naive
Bayes could perform the function alone. The right side of Figure 4 shows the only
result of the rare category emails. The advantage of the C3 model on classifying
the rare category emails in the early learning stage is quite clear.

Figure 5 shows the results of Group 2 and Group 3 data sets. Similar trends
can be observed, which demonstrated that the co-learner was effective in en-
hancing the classification accuracy of the rare category in the early stage of the
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model. However, the parameters of the co-learner and the combiner have to be
well adjusted. In this experiment, the parameters of the normal distribution dis-
tance scaling of the co-learner was set as μ = 5.5 and σ = 1. The decay function
on co-learner was fi(t) = 1

4
√

agei(t)+0.2
.

5 Conclusions

In this paper we have described C3, a new learning scheme to use co-learners
to boost the classification performance of a classification model on the rare cat-
egories in the early stage of incremental learning. We have discussed the imple-
mentation of the C3 scheme with the Naive Bayes model as the chief-learner
and instance-based learning techniques as the co-learners. Our preliminary ex-
periments on classification of limited customer emails have demonstrated that
the co-learners can improve the classification performance of the rare category
emails in the early learning stage of the model.

Although the initial results are encouraging, more experiments on diverse
data from different domains to further test the effectiveness of the new scheme
are necessary. We will continue experimenting with more customer emails in more
categories and further study the parameters in the co-learners and the combiner.
Furthermore, we will study other implementations with different learning models
such as super vector machines and k-nearest neighbors.
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Abstract. This paper introduces a new method for the rapid devel-
opment of complex rule bases involving cue phrases for the purpose of
classifying text segments. The method is based on Ripple-Down Rules,
a knowledge acquisition method that proved very successful in practice
for building medical expert systems and does not require a knowledge
engineer. We implemented our system KAFTAN and demonstrate the
applicability of our method to the task of classifying scientific citations.
Building cue phrase rules in KAFTAN is easy and efficient. We demon-
strate the effectiveness of our approach by presenting experimental re-
sults where our resulting classifier clearly outperforms previously built
classifiers in the recent literature.

1 Introduction

With an ever increasing number of scientific papers and other documents avail-
able, it is impossible for researchers to read everything that might be relevant.
It is useful to have a system that assists researchers in dealing with this problem
possibly by suggesting only a small number of specific papers that they should
read. Building a citation map is a good way of summarizing comments on a pa-
per by other authors. A citation map is a directed graph with papers as nodes.
A directed edge between two nodes indicates that one paper cites the other. The
type of edges depend on their corresponding citation types. A citation map is
useful for experienced researchers as well as for those that are new to the field.
The newcomers could use the citation map, for instance, to find the fundamental
work in the field. These usually include papers on which others base their work.
Papers that are supported by a large number of other papers are also a good
starting point.

Building robust natural language processing systems remains a challenging
engineering task. A reason for the persistent difficulty with building more sophis-
ticated NLP systems is the extraordinary variety in which certain content may
be presented in natural language. Capturing the vast variety of possible natural
language patterns which would allow the same system response, such as classi-
fying entire texts or text segments, appears to require substantial task-specific
knowledge.

T.D. Gedeon and L.C.C. Fung (Eds.): AI 2003, LNAI 2903, pp. 759–771, 2003.
c© Springer-Verlag Berlin Heidelberg 2003
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In this paper, we introduce a new approach for capturing such task-specific
linguistic patterns from human experts (most humans who are fluent in a lan-
guage would qualify as experts).

Our approach builds on the basic idea of Ripple-Down Rules [3], which
strongly support the knowledge acquisition in the context of its actual use. For
the tasks in natural language processing that means that an expert monitors the
system’s performance on individual pieces of text. As soon as the system makes
a mistake due to some rule R, the expert tells the system how the current con-
text, i.e. the given text or text segment, differs from previous contexts in which
rule R performed satisfactorily. This kind of knowledge acquisition approach
proved to be substantially more effective than machine learning techniques ap-
plied to the same data [5]. Reason being that the human is in the loop who
provides important guidance for building a knowledge base which learning tech-
niques can only achieve by the use of much more data. Since the data needs to
be manually classified, the overall involvement of the human can be significantly
reduced using a knowledge acquisition approach instead of a learning approach.

We developed KAFTAN, our Knowledge Acquisition Framework for TAsks
in Natural language, which is capable of rapidly acquiring cue phrases for clas-
sifying individual citations in a text. Recently CiteSeer, a citation visualization
tool which performs Autonomous Citation Indexing, has been built [6]. Refer-
ences together with surrounding text are automatically extracted from all papers
available to CiteSeer. However, CiteSeer does not provide users with the types
of citations between papers. The user has to read the citation context in order
to work out the type of citation. KAFTAN would therefore benefit CiteSeer
substantially.

2 Related Work

In this section we present the basic idea of Ripple-Down Rules in 2.1 upon
which our approach was based. In 2.2 we discuss related work on our application
domain of citation classification.

2.1 Knowledge Acquisition with Ripple Down Rules

Ripple Down Rules (RDR) is an unorthodox approach to knowledge acquisition.
RDR does not follow the traditional approach to knowledge based systems (KBS)
where a knowledge engineer together with a domain expert perform a thorough
domain analysis in order to come up with a knowledge base. Instead a KBS is
built with RDR incrementally, while the system is already in use. No knowledge
engineer is required as it is the domain expert who repairs the KBS as soon as
an unsatisfactory system response is encountered. The expert is merely required
to provide an explanation for why in the given case, the classification should be
different from the system’s classification.

This approach resulted in the expert system PEIRS used for interpreting
chemical pathology results [3]. PEIRS appears to have been the most compre-
hensive medical expert system yet in routine use, but all the rules were added
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by a pathology expert without programming or knowledge engineering support
or skill whilst the system was in routine use. The basic idea has been extended
into a number of directions - none of it addressing the specific problems present
in NLP applications.

Ripple-Down Rules and some further developments are now successfully ex-
ploited commercially by a number of companies.

Single Classification Ripple Down Rules A single classification ripple down
rule (SCRDR) tree is a finite binary tree with two distinct types of edges. These
edges are typically called except and if not edges. See Figure 1. They are used
for evaluating cases and will be discussed later. Associated with each node in
a tree is a rule. A rule has the form: if α then β where α is called the condition
and β the conclusion.

Cases in SCRDR are evaluated by passing a case to the root of the tree. At
any node in the tree, if the example entails the condition of the node, the node
is said to fire. If a node fires, the example is passed to the next node following
the except branch. Otherwise, the case is passed down the if not branch. This
determines a path through a SCRDR tree for an example. The conclusion given
by this process is the conclusion from the last node which fired on this path.
To ensure that a conclusion is always given, the root node typically contains
a trivial condition which is always satisfied. This node is called the default node.

A new node is added to an SCRDR tree when the evaluation process returns
the wrong conclusion. The new node is attached to the last node evaluated in
the tree. If the node has no exception link, the new node is attached using an
exception link, otherwise an if not link is used. The case causing the new node
being added (call this example e) is associated with the new node and is called
the cornerstone case for that node. To determine the rule for the new node, the
expert formulates a rule which is satisfied by e but not by the cornerstone case
for the last node which fired in the evaluation path.

While the process of incrementally developing knowledge bases will eventu-
ally lead to a reasonably accurate knowledge base, provided the domain does
not drift and the experts are making the correct judgements, the time it takes
to develop a good knowledge base depends heavily on the appropriateness of the
used language in which conditions can be expressed by the expert. For example,
if the target function to be represented is a linear threshold function in the nu-
merical input space and the conditions an expert can use allow only axis-parallel
cuts, it will take very long until most of the relevant objects will be classified
correctly.

Despite a number of different application areas in which RDR systems have
been employed, serious applications in natural language processing have not
yet been tackled with Ripple-Down Rules. For natural language tasks it is not
obvious what a suitable language for conditions will be. In this paper, we tried
rather simple conditions as discussed in 3.2 and they seem to be sufficient for
our task.
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then class ’2’

if (not E)

if notif not

if not

except exceptif (A and B)

then class ’1’

if (C)

if (True}

then class ’2’

then class ’3’

if (D)

if (D and not F)

then class ’1’

except if (F and G)

then class ’4’

Node 1

Node 2 Node 3 Node 4

Node 5

Node 6 Node 7

except

then class ’0’

Fig. 1. An example SCRDR tree. Node 1 is the default node. A case for which
only ’A’ is true is classified as ’0’ by node 1. If only A, B, and C are true, it is
classified as ’2’ by node 3, while it is classified as ’1’ by node 4 if on top of A,B,
and C also D was true. If only A, C, and D are true it is classified as ’3’ by node
5. If only A and C are true, the case is classified as ’2’ by node 6, etc.

2.2 Work on Citation Classification and Linguistic Patterns

Linguistic patterns or cue phrases have a long history as features for deter-
mining global importance of the sentences containing them. In Edmundson’s
approach [2], sentences containing positive cue phrases that express confidence
or importance (e.g. absolutely, important) were candidates for inclusion in the
summary. On the other hand, sentences containing stigma words (e.g. unclear,
hardly) were unlikely to be included in the summary. More recent works include
Burstein et al. [1] where cue phrases were used to derive rhetorical relations.
Teufel [8] also used long cue phrases (e.g. similar to those of) for her Argumen-
tative Zoning work.

Nanba and Okumura [7] introduce a supporting tool for writing survey pa-
pers. They use cue phrases to classify citations in text into one of three cate-
gories i.e type B (Basis), type C (Comparison or Contrast) and type O (other).
Inspecting Nanba & Okumura’s cue phrases after they were selected manually
by using n-gram models suggests that they could easily be expanded to general-
ize better if our notion of word group were used in those phrases. For example,
a sentence having the cue phrase

however, ... they
would be classified into type C. But Nanba & Okumura’s list of cue phrases

does not contain the phrase
however, ... he/she
which is a similar pattern. This is probably because the latter kind of phrase

did not appear often enough in the used corpus (before formulating cue phrases
Nanba & Okumura analyzed their corpus by searching for frequently occurring
patterns). However, including that phrase would clearly classify more sentences
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outside the corpus correctly. This problem is addressed in our approach by using
word groups which will be described in section 3.4.

Teufel [8] tries to classify sentences into Argumentative Zones which she
argues could be used for building citation maps as well as for text summarization.

The seven zones consist of Background, Other, Own, Aim, Textual, Contrast,
and Basis. Among those, only Contrast and Basis are relevant to our task.

Different to Nanba & Okumura, Teufel [8] proposes to use meta-discourse
features which include formulaic expressions, agent patterns and semantic verb
classes. Formulaic expressions are bundled into 20 major semantic groups (e.g.
CONTRAST, GAP, PROBLEM, etc.). To determine which group a sentence
belongs to, 396 formulaic patterns were manually constructed. An example of
a GAP formulaic pattern is

as far as @SELF NOM know
where @SELF NOM is an entry in a manually constructed concept lexicon

consisting of lists of words. Similarly, there are 168 agent patterns and semantic
verb classes composed of 365 verbs constructed manually. The patterns manually
constructed by Teufel are similar to our patterns used in the condition part of
our rules, though Teufel’s rules are less expressive. The lexicon is also very much
like our word groups.

Both Nanba & Okumura’s as well as Teufel’s work show that the skillful use of
cue phrases can lead to useful tools for purposes such as building citation maps.
However, the manual development of suitable cue phrases is obviously a rather
time-consuming task. Furthermore, certain cue phrases are bound to contradict
each other, i.e. a single sentence will be matched by multiple cue phrases which
may well belong to different classes. Resolving such conflicts manually is a time-
consuming activity.

Our approach provides automatic support for eliminating such conflicts from
the beginning by structuring the knowledge base in a suitable way and by pre-
senting potential conflict-causing sentences to the expert as soon as they are
encountered. This makes it very easy for the expert to provide a rule that re-
solves such conflicts. The integration of the rule into the knowledge base without
causing any inconsistencies is also done automatically.

3 KAFTAN Design

Our Knowledge Acquisition Framework for TAsks on Natural language (KAF-
TAN) allows users to easily and quickly develop a knowledge base for natural
language sentence classification. It is in general hard for the expert to formulate
a good rule from one example. With KAFTAN, the expert has merely to jus-
tify why the current example is of a particular category. The expert will then
be guided through a simple process to expand the current rule so that it could
cover a larger number of cases. Our KAFTAN system offers the user the following
features.

– KAFTAN supports an effective user machine interaction by first highlighting
those parts of a sentence that led to a misclassification. Based on that it is
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usually easy for an expert to come up with a suitable choice of one or more
words in the current sentence that justifies its classification into a different
class.

– Following that initial choice of words, KAFTAN offers generalizations of each
selected word to a word group composed of synonyms that are appropriate
in the context.

– To support the quick selection of synonyms, KAFTAN colour-codes its lists
of synonyms according to the various meanings of the original word, which
KAFTAN takes from WordNet [4].

3.1 Knowledge Bases Built with KAFTAN

KAFTAN allows users to define a number of classes into which a sentence can
be classified. For each class C an SCRDR tree will be acquired which determines
whether a sentence is classified as class C or not. Every SCRDR tree is composed
of a number of nodes each containing a KAFTAN rule. Rules in KAFTAN are
composed of a condition part and a conclusion part. The condition is to be
evaluated on an individual sentence. The conclusion part is either a class label
or a text segment selector. KAFTAN allows users to build two types of rules.
One is for plain sentence classification, i.e. it uses a class label as conclusion. The
other type is an information extraction rule, which uses a selector conclusion to
select parts of a sentence to be filled into a corresponding field of a template.
Both types of rules use the same kind of conditions.

3.2 Conditions in KAFTAN Rules

Regular expression was considered to be used as the condition for KAFTAN rules
initially because of its expressiveness. In order to take this advantage however,
the user has to predict sentences similar to the one at hand to formulate the
desired conditions that cover more cases. This puts a burden on users which is
against the motivation of our system. KAFTAN is built to help users minimize
their effort in formulating new rules. The user is only required to differentiate the
case at hand from the cornerstone cases without worrying about unseen cases.
It is therefore desirable to have a condition syntax that is easy and intuitive to
use while expressive enough. A simplified version of regular expression turns out
to suffice for KAFTAN’s objectives.

A condition in KAFTAN is a simple pattern consisting of a sequence of an
arbitrary number of word groups (see section 3.4 for details). Between two word
groups there may be a gap whose maximum length can be specified (or left
unlimited) within the condition. A gap represents effectively a wild-card which
is matched by any sequence of words of up to the maximum number of words.
Inter-punctuation within a sentence is ignored at this stage. Each word group
represents a set of alternative words that may occur in a matching sentence at
the respective position. An example condition may be the following:

(approach|method) (gap 5) (is|was) (good)
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This condition would match sentences containing ”approach” or ”method”
followed by ”is” or ”was” with at most 5 words apart (gap 5), followed immedi-
ately by ”good”. For example, it would match the sentence

Our approach of using knowledge acquisition is good because it makes the
development of intelligent systems much easier.

To increase the expressiveness of the condition language, we also allow nega-
tion to be used. That is one can require that a particular word, word group
or multiple such words or word groups do not match the sentence. (This is an
important feature when formulating exception rules to a rule.)

3.3 Automatic Check for Consistency

As discussed in section 2.1 our approach has the objective of ensuring the incre-
mental improvement of a system’s capabilities. This implies that all sentences
which KAFTAN had already classified to the satisfaction of the user need to be
classified in the same way after any modification to KAFTAN’s knowledge base.
The only type of modification of KAFTAN’s knowledge base that is allowed is
the addition of further (exception) rules to its rule base.

To ensure this and to support the user to add suitable rules, KAFTAN checks
automatically for any potential inconsistencies with previous classifications of
sentences for each candidate rule a user enters. I.e. KAFTAN stores all sentences
it sees along with their classification which was endorsed by the user. For any
new rule R a user wants to enter, KAFTAN checks whether R would misclassify
any previously classified sentences. If a rule would misclassify such a sentence,
this is indicated to the user and KAFTAN asks to modify that rule or to start
from scratch to form a new rule. I.e. after a rule has been accepted by KAFTAN,
it does not need to be revisited again and will remain in the knowledge base.

3.4 Word Groups

A specific sequence of words used in a condition in a KAFTAN rule would
apply to the sentence that triggered the user to enter the rule (the cornerstone
case) and may also apply to a number of other sentences. However, in many
cases there will be a number of different ways of expressing essentially the same
content. Hence, to avoid entering essentially the same rules over and over again
with some slight variation in the particular words being used, KAFTAN allows
users to use a set of words from which only one has to match a sentence. The set
of words can be chosen by the user as needed in order to accommodate synonyms
or other related words which are commonly used in place of the particular word
in the cornerstone case.

Furthermore, KAFTAN supports the user rather strongly in finding a suitable
set of words in the following way:

– WordNet [4] is used to provide an initial set of possible synonyms and hy-
pernyms.
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– The synonyms and hypernyms in WordNet are ordered according to differ-
ent meanings of the query word. These different groups of synonyms and
hypernyms are colour-coded when presented to the user.

– The user can form their own sets of related words which can be tailored to
suit specific purposes not catered for in WordNet.

For each of the groups Noun, Adjective, Verb, and Adverb synonyms in dif-
ferent ”contexts” are highlighted in different colours. If there is no synonym in
a particular group, there is no display of that group at all.

Within a group of the same ”context”, synonyms and hypernyms are also
highlighted differently. In the event that the suggested lists and sublists of syn-
onyms are not suitable for forming patterns, the user can also form their own
word groups. These word groups can also be effectively reused by browsing
quickly through existing word groups which are presented together with the
synset-based word groups taken from WordNet.

Giving the user full control, as we do, does not appear to put an unreasonable
burden on the user. By doing that, we also eliminate all potential problems
which might come with an automatic preselection based on, e.g. a Part-of-Speech
tagger. With the provided interface the user can easily select those words from
one of the lists he or she deems appropriate. This is usually accomplished within
10s of seconds.

3.5 Templates

To build systems for more sophisticated tasks than simple sentence classification,
KAFTAN allows users to develop concurrently for each category an information
extraction knowledge base that fills the fields of a template with the respective
information provided in the sentence. For each category the template can have
different fields. What part of a sentence is filled into which slot is determined by
a separate RDR-style knowledge base. For each slot in each template a separate
RDR-tree is built. The knowledge for filling the templates is also incrementally
acquired. Each time a sentence is correctly classified the user can check the
content of the fields in the corresponding template. If a slot is incorrectly filled,
the user will enter an exception rule to the rule responsible for the mistake. This
gives us flexibility to refine any previously entered rule for both the classification
task and the information extraction task. The conditions KAFTAN allows for the
template extraction RDR node are the same as the condition in the classification
RDR node.

The concept of templates for each class allows many different applications.
In the case of citation classification which we discuss in this paper, it can be
used to address the following problem: Sometimes it is impossible to tell what
category a sentence belongs to just by looking at that sentence. This may for
example be due to the fact that the authors introduce the cited work in one (or
more) sentence(s) and describe the relationship later (in a sentence that does
not contain any citations). In this situation, we can ”inspect” sentences around
the citations and use templates to check if they talk about the citation.
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Fig. 2. A screen shot of a KAFTAN window allowing users to provide the correct
classification of a sentence. If a sentence is classified into a particular type, the
fired rule and its cornerstone case are shown. The extracted phrases of all the
slots in the corresponding template are also displayed. For each classification
result that the user deems incorrect, s/he can tick the corresponding Incorrect
box to enter a new exception rule

For example:
Taylor describes the Naive Bayes Classifier in \cite. In this paper, we adopt

the Naive Bayes Classifier to do our classification task.
We cannot tell which category the first sentence belongs to. However the

second sentence can be classified as Basis by the following rule:
(We|I|he|she) (adopt)
and the extracted fields for the template are:

– First party: In this paper, we
– Second party: the Naive Bayes Classifier to do our classification task
– Phrase: adopt

Using simple word matching, we can see that Naive Bayes Classifier mentioned
in the first sentence appears in the Second party field which would suggest that
it is a basis of the work in the First party field.

3.6 Building Citation Classifiers

The user is presented with the text (paragraph). He can either select a sentence
with citation manually by highlighting the sentence with the mouse or ask the
system to pick one automatically.

The system automatically classifies the selected sentence and show the result
to the user. The result includes the classifications as well as the extracted fields
for every category into which the sentence was classified (Figure 2). The user then
verifies the displayed result. If an item was incorrect, the fired rule is presented
so the user can see why the misclassification or incorrect information extraction
has occurred.
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To help the user decide how to fix a misclassification, the phrases that match
the condition of the firing rule in the current sentence are highlighted. Together
with the cornerstone case of the fired rule, it is fairly easy to come up with a new
exception rule that differentiates the two.

The new rule is then checked against the existing rule base for consistency.
There is a conflict if the new rule misclassifies a sentence that has been correctly
classified before. In the conflict case, the new rule is rejected and the user has
to construct a different condition possibly by modifying the previous one. The
conflicting sentence would be presented to the user to help revising the condition.

The user has to go through this process until the new rule is accepted into
the rule base. The sentence then is added into the list of previously seen cases
for future consistency checks.

4 Experiments with KAFTAN

In this paper, we used four citation types, namely Basis, Support, Limitation and
Comparison. In [9] 15 different citation types were distinguished. Our citation
types appear to be the most relevant among those 15 types for the purpose of
a citation map that is designed to support obtaining an overview of a field of
research.

– Basis: One work is based on another work.
– Support: One work is supported by another work.
– Limitation: One work has been criticized to have some limits or weaknesses.
– Comparison: Two approaches are compared.

These citation types arguably reflect the most important relationships be-
tween papers that users are interested to know. They had been chosen before we
acquired the corpus used in our experiment.

For each of these four categories, we have developed one SCRDR tree. We
classify sentences and deem the citations occurring in those sentences to belong
to the category of the sentence. Since a sentence could belong to more than one
category we developed one RDR tree for each category so that one sentence may
be classified into multiple categories.

Experiments In our experiments, we divided the data into two groups. The first
group has 482 sentences while the second has 150 sentences. Initially, we used
sentences in the first group to incrementally build our knowledge base(KB) using
KAFTAN. As the result, our KB has 70 rules for the Basis class, 24 rules for the
Support class, 23 rules for the Limitation class and 54 rules for the Comparison
class. Each rule took about 2-3 minutes to be created by the user. The created
KB is then expanded using 150 sentences from the second data group. At the
end of this phase, the rule base ended up having 79 rules for the Basis class,
28 rules for the Support class, 30 rules for Limitation class and 59 rules for the
Comparison class.
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Table 1. Nanba & Okumura’s results

reference type accuracy for
identified by rules each type(%)
C B O

correct C 12 0 4 75.0
reference B 2 25 5 78.1

type O 1 5 46 88.5

Every additional rule added was a result of one misclassification. Therefore
the number of rules added reveals the number of error the rule base makes on
second data group. To see how well KAFTAN performs, we compare our results
against Nanba and Okumura’s results which used the same corpus.

Nanba & Okumura used 282 reference areas for making rules and 100 for eval-
uation. A reference area in their approach usually contains multiple sentences.
Their results are shown in Table 1.

Because Nanba & Okumura allow single classification and they have only
two categories (excluding Other) we compare their accuracy against ours in
classifying citations into a single class. Our Limitation and Comparison roughly
corresponds to their TYPE C class whereas the BASIS category corresponds
to the TYPE B class. Our Support category has no correspondence in their
approach.

To make Nanba & Okumura’s numbers comparable to our results we perform
the following calculation which actually increases their accuracy numbers: When
classifying citations into TYPE C, their system misclassified 4 TYPE C cases
as seen in Table 1. Additionally, 2 TYPE B cases and 1 TYPE O case were
classified incorrectly as TYPE C. This resulted in 7 misclassified cases out of
100 cases which is equivalent to an accuracy of 93%. Similarly, 7 cases of TYPE
B were misclassified and 5 cases not of TYPE B were misclassified into TYPE
B. Therefore the accuracy for TYPE B is (100-12) = 88%.

The accuracy of KAFTAN in classifying sentences into one category is calcu-
lated as follows. For the BASIS category, 9 rules were added which is equivalent
to making 9 errors out of 150 cases. This results in an accuracy of (150-9)/150
= 94%. KAFTAN performed favourably in comparison to Nanba & Okumura’s
system (see Table 2).

Inspecting our knowledge base reveals that there are 47 exception rules not
counting exception rules of the default rule. Every exception rule is the result
of a misclassification of an existing rule. In approaches using a list of linguistic
patterns, the rule that caused the misclassification needs to be modified. This
might cause conflict as the modified rule usually has already correctly classified
more than one sentence. This proves the usefulness of the rules structure in
KAFTAN over the ”flat” list of linguistic patterns.
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Table 2. Our results using KAFTAN compared against Nanba and Okumura’s
results on the same set of documents

# of rules # of errors Accuracy
with 482 in 150
sentences citations

BASIS 70 9 94.0%

SUPPORT 24 4 97.3%

LIMITATION 23 7 95.3%

COMPARISON 54 5 96.7%

Nanba and Okumura’s results

TYPE B 88%

TYPE C 93%

5 Conclusion

This paper presented our system KAFTAN (Knowledge Acquisition Framework
for Tasks in Natural language). KAFTAN allows users to rapidly develop knowl-
edge bases for classification of sentences along with extracting information rele-
vant for the particular sentence class.

Our results are very encouraging as the achieved classification accuracy is
higher than a previous approach from the literature and the effort required with
KAFTAN seems less than that in the comparison case in [7]. It should also be
noted that while our measured accuracy is based on ’training data’, the data was
independent from the data used to build the bulk of the knowledge base. The
accuracy measurements are taken from the last batch of ’training data’ which did
not result in a significant change of the knowledge base, i.e. if the knowledge base
had not been changed on that last batch of data the same accuracy would have
been measured. Hence our measurement is as good as measuring the accuracy
on independent test data.

Further research will investigate the feasibility to automatically propose a list
of possible conditions for discriminating the given sentence from cornerstone
sentences. This would make the task of entering rules for the user even easier
and we hope that the rules could become more general, so that the developed
knowledge base can reach high accuracy even sooner.

Sentence classification was an essential subtask for our citation classification.
But sentence classification is a recurring theme in other advanced tasks as well,
including text summarization and information extraction.

We believe that the approach we took with KAFTAN is widely applicable
for building powerful natural language processing tools. It represents a serious
alternative to supervised machine learning approaches for NLP. While super-
vised machine learning approaches require a sizeable set of training instances
which need to be classified, usually manually, we strongly believe that we can
achieve the same or better results with significantly less data using the advice
of a human who provides crucial information, e.g. in form of cue phrases, etc. to
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the system. This results in utilizing the time of the human in a more direct way
to building the system. In fact, it looks like a detour to ask the human to classify
training instances manually so that a program can find rules, instead of asking
the human for the rules directly. While we haven’t conducted rigorous studies
in the NLP field as yet to confirm this point, studies in the medical domain
involving fixed-length attribute vectors to be classified have been conducted and
strongly support our point [5]. In NLP we expect this effect to be even more
pronounced as the set of potential attributes to be used in conditions is almost
infinitely larger than in the studies mentioned and hence, will hamper the au-
tomatic learning substantially, as is known from theoretical studies, such as the
VC dimension, as well as practical studies.
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Abstract. This study explains a method for arranging dialogues into
discourse chunks. Discourse chunking is a simple way to segment dia-
logues according to how dialogue participants raise topics and negotiate
them. It has been used successfully to improve performance in dialogue
act tagging, a classification task where utterances are classified according
to the intentions of the speaker.
Earlier work showed that discourse chunking improved performance on
the dialogue act tagging task when the chunk information was correct
and hand-coded. The goal for the current study is two-fold: first, to in-
vestigate how accurately dialogues can be marked with discourse chunks
automatically, and second, to determine the effect of the discourse chunk
information on dialogue act tagging. We present evidence which shows
that discourse chunking improves the performance of the dialogue act
tagger, even when the chunk information is imperfect.
The dialogue act tagger for this study uses case-based reasoning, a ma-
chine learning technique which classifies utterances by comparing their
similarity to examples from a knowledge base.

Keywords: dialogue act tagging, case-based reasoning, evolutionary al-
gorithms, language understanding, language generation, machine learn-
ing

1 Dialogue Act Tagging

Dialogue has an observable structure. When humans engage in purposeful dia-
logue, they structure their utterances in ways that help them accomplish their
conversational goals. A knowledge of this structure can be helpful in natural
language processing tasks, such as dialogue act tagging.

A dialogue act (hereafter DA) is a coarse-grained representation of a speaker’s
intentions in dialogue—what the speaker is trying to accomplish by saying some-
thing. Dialogue act tagging is a text classification task whereby utterances in
a dialogue are categorised according to the intentions of the speaker. In this task,
human annotators tag utterances in a training corpus with the most appropriate
DA from a tagset. With this information, machine learning techniques are used
to determine the most appropriate DA tag for the set of utterances in a test
corpus.
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DA tagging is a difficult task. Even human annotators agree with each other
only about 84 percent of the time, as noted in [15]. This is partly because in-
tentions cannot be examined directly; they must be inferred from the context of
the dialogue. To do this, a listener uses linguistic and real-world knowledge, and
makes subtle assessments about the plans, goals, beliefs, and knowledge of the
speaker. Computational linguists are making headway in these areas, but the
problem remains a difficult one.

Another difficulty in DA tagging is that speakers frequently perform more
than one dialogue act with the same utterance. For instance, the utterance
“yeah” could indicate that the speaker is agreeing to a proposition, giving posi-
tive feedback, or simply following the conversation—or many of these at once [3].
In these situations, it may be difficult to select the one ‘best’ speech act.

Despite these difficulties, DA tagging is an important area of natural language
processing, with application in speech recognition and language generation. On
a theoretical level, DA tagging represents an initial step toward intention recog-
nition, which is critical for true natural language understanding.

This DA tagging project uses Verbmobil-2, a corpus of appointment schedul-
ing dialogues, along with its accompanying tagset, shown in Table 1.

2 Discourse Chunking

There has traditionally been a lack of true dialogue-level information in auto-
mated dialogue act tagging. Past work [13, 14, 15, 16] has focussed on lexical
information (the words or n-grams in an utterance), and to a lesser extent syntac-
tic and phonological information (as with prosody). Discourse-level information
is typically limited to surrounding DA tags [13, 14]. While such information can
be useful, knowledge of prior DA tags is not always an accurate guide to the
current one, especially when this information is imperfect. Information about
the structure of dialogue would be the ‘right tool for the job’ of dialogue act
tagging.

Theories about the structure of dialogue (for example, centering [6], and more
recently Dialogue Macrogame Theory [9]) have not been applied to the DA tag-
ging task. Incorporating these theories into the DA tagging task would constitute
a separate tagging task of its own, with the concomitant time-consuming corpus
annotation.

Discourse chunking is a method of dialogue segmentation that gives infor-
mation about patterns of topic raising and negotiation in dialogue, and where
an utterance fits within these patterns. It is also able to use existing DA tag
information, without the need for separate annotation. In previous work [10], we
showed a rule-based method for marking discourse chunks, and showed that ap-
plying the rule-derived discourse chunk information to the test corpus improved
the performance of a dialogue act tagger. However, these rules relied on knowl-
edge of DA tags—information that would be unavailable for a new corpus. The
goal of the current study, then, is twofold: first, to investigate whether discourse
chunks can be recognised in a test corpus without using DA tag information
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Table 1. The tagset from Verbmobil-2, with examples

Tag Example

ACCEPT sounds good to me

BACKCHANNEL mhm

BYE see you

CLARIFY I said the third

CLOSE okay <uhm> so I guess that is it

COMMIT I will get that arranged then

CONFIRM well I will see you <uhm> at the airport on the third

DEFER and I will get back to you on that

DELIBERATE so let us see

DEVIATE SCENARIO oh I have tickets for the opera on Friday

EXCLUDE January is basically shot for me

EXPLAINED REJECT I am on vacation then

FEEDBACK gosh

FEEDBACK NEGATIVE not really

FEEDBACK POSITIVE okay

GIVE REASON because that is when the express flights are

GREET hello Miriam

INFORM <uhm> I I have a list of hotels here

INIT so we need to schedule a trip to Hanover

INTRODUCE Natalie this is Scott

NOT CLASSIFIABLE and <uh>

OFFER <uhm> would you like me to call

POLITENESS FORMULA good of you to stop by

REFER TO SETTING want to step into your office since we are standing
right outside of it

REJECT no that is bad for me unfortunately

REQUEST you think so?

REQUEST CLARIFY I thought we had said twelve noon

REQUEST COMMENT is that alright with you

REQUEST COMMIT can you take care of <uhm> arranging those reservations

REQUEST SUGGEST do you have any preference

SUGGEST we could travel on a Monday

THANK okay thanks John

in a new corpus; and second, whether this automatically-recognised discourse
chunk information, though imperfect, can be used to improve performance on
the DA tagging task.

To test this, we divided the Verbmobil-2 corpus into two parts: a training
corpus consisting of 50 dialogues (7197 utterances) from the Verbmobil-2 corpus,
and a test corpus of 9 dialogues (1202 utterances). In the first stage of the
experiment, we used a set of hand-built rules to tag the training corpus with
discourse chunk information. These rules, described in detail below, rely on the
DA tag information supplied by human annotators. Machine learning is then
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Table 2. A sample of dialogue from Verbmobil, before dialogue chunking

LMT so there is a noon flight SUGGEST

LMT and then there is a three o’clock flight SUGGEST

LMT so you want to NOT CLASSIFIABLE

KNT okay ACCEPT

KNT I think we better shoot for the noon CONFIRM

LMT the noon yeah REQUEST CLARIFY

LMT okay FEEDBACK POSITIVE

KNT yeah FEEDBACK POSITIVE

LMT right FEEDBACK POSITIVE

used to learn to mark the test corpus for discourse chunks without using the DA
tags, and the results are compared to the results obtained by applying the hand-
built rules. In the second stage of the experiment, the performance of the DA
tagger is compared with and without the output of the discourse chunk learning
system as a feature.

2.1 Observations about Dialogue

Discourse chunking grew from a set of observations about actual dialogues from
Verbmobil-2. Participants in these dialogues raise topics and negotiate them in
orderly and predictable ways. Different kinds of speech acts can be observed at
different phases of the negotiation process.

To illustrate, consider the one-word utterance “okay.” On its own, this is
a difficult utterance to tag because of its low semantic content and its ability
to appear in a wide variety of contexts. It can be used to accept a propo-
sition (usually marked by the ACCEPT tag), to respond favourably (marked
FEEDBACK POSITIVE), to ask for feedback (REQUEST COMMENT), or to signal that
the speaker is listening (BACKCHANNEL). Less commonly, it can be used to respond
unfavorably (FEEDBACK NEGATIVE), or even to say goodbye (BYE).

Dialogue participants appear to use “okay” differently at different phases
of the negotiation process. If the “okay” appears close to the beginning of the
negotiation cycle, it is likely to be tagged ACCEPT. If it appears closer to the end
of the cycle, it is likely to be tagged FEEDBACK POSITIVE or one of the other tags.

This pattern is not limited to one-word utterances. In general, an ACCEPT
speech act tends to appear close to the SUGGESTion that occasions it, while
utterances marked FEEDBACK POSITIVE tend to appear later on as the topic
winds down, as seen in Table 2.

Note how the dialogue participants, having raised and negotiated the topic,
finish up with some general FEEDBACK POSITIVE statements. Then a new topic
is raised, and the negotiation cycle continues.

Discourse chunking is designed to use information about where an utterance
appears within the negotiation cycle. Such information tells more about what is
happening in the dialogue than traditional features such as patterns of words or
previous DA tags.
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2.2 Chunking Rules

Dialogue chunks can be found by employing a simple set of rules. These rules
come from observation; optimality is not guaranteed. However, the rules are
guided by a principled assumption: the raising of a topic or a proposition entails
the beginning of a chunk.

The dialogue acts are explained and defined in [1]. By these definitions,
only four DA’s contain or may contain a topic or proposition. These are INIT,
EXCLUDE, REQUEST SUGGEST, and SUGGEST.

The chunking rules are as follows:

1. The first utterance in a dialogue is always the start of a chunk.
2. A tag marked INIT or SUGGEST or REQUEST SUGGEST or EXCLUDE in a dialogue

is the start of a chunk.
3. If the previous utterance is also the start of a chunk, and if it is spoken by

the same person, then this utterance is considered to be a continuation of
the chunk, and is not marked.

4. The first BYE is the start of a chunk.

These rules were used to mark discourse chunk boundaries in the training
corpus, and this information served as a standard when finding the chunk bound-
aries automatically in the test corpus.

3 The Case-Based Reasoning (CBR) Tagger

A thorough discussion of our CBR tagger goes beyond the scope of this paper,
but a few comments are in order.

Case-based reasoning [7] is a form of machine learning that differs from com-
monly used rule-induction systems such as Transformation-Based Learning [2]
or decision trees [12]. In rule-induction systems, the tagger attempts to derive
rules from the training data and apply these rules when tagging the test corpus.
By contrast, a case-based reasoner does not attempt to induce any such rules;
it simply compares instances from the test corpus (in this case, utterances)
against a database of correctly-tagged instances. Each new instance is marked
with the same tag as its “nearest neighbour” (that is, the closest match) from
the database. A k-nearest neighbour approach selects the closest k matches from
the database to be committee members, and the committee members “vote” on
the correct classification. In our implementation, each committee member gets
a vote equal to its similarity to the test utterance. Values of k ranged from 1 to
13, and odd numbers were used to avoid “tie” situations.

Not all features are equally important, and so an Evolutionary Programming
algorithm (adapted from [4]) was used on a subset of the data to weight the
features. Weightings were initially chosen randomly for each member of a popu-
lation of 20, and the 5 best performers were allowed to “survive” and “mutate”
their weightings by a Gaussian random number. This was repeated for 20 gen-
erations, and the weightings from the highest performer were used for the CBR
tagging runs.
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Removing low-content function words (or stopwords) from some kinds of
analysis helped to improve our results. We chose ten stopwords (the, of, and, a,
an, in, to, it, is, was), the ten most common words from the British National
Corpus [8]. These stopwords were removed when considering word similarity, but
not n-gram similarity, since these words are useful for distinguishing sequences
of words that would otherwise be very similar.

3.1 Finding the Discourse Chunks

The first part of this project was to discover how accurately discourse chunk
boundaries could be found in the test corpus, using the information from the
training corpus. We decided to rework the chunking task into a tagging task by
simply changing the tagset. The well-known part-of-speech tagging task has been
successfully transformed into a phrase-level chunking task using this method [11],
and this work has served as a model for the current study.

For this part of the experiment, the DA tagset has been exchanged for a dis-
course chunk tagset. The tagset for discourse chunk recognition consists of three
tags: B for an utterance at the beginning of a chunk, I for an utterance anywhere
else, and * for the blank lines between dialogues. These lines serve to separate
different dialogues from each other in the training corpus.

The discourse chunker makes a classification for an utterance u by examining
every utterance in the database and calculating its similarity to u, based on the
feature set.

The feature set used for this part of the experiment largely follows the set
used in [14], and is as follows:
• Speaker change
• Word number
• Word similarity
• n-gram similarity
• Previous DA tag
and the following feature not included in that study,
• 2-previous DA tag
Inclusion of this feature enables more complete analysis of previous DA tags.

However, the DA tagger was not given the correct information about the previous
DA tags—that information was assumed to be unavailable. Instead, the DA
tagger had to rely on its ‘best guess’ as to what the previous tags were, using the
tagger’s own results as it went through the corpus utterance by utterance. This
method allows us to test performance even with imperfect DA tag information.

Utterances were also compared with regard to the cue phrases contained in
each. A cue phrase (sometimes called a discourse marker) is a word or a phrase
that serves as a special indicator of intention and discourse structure [5]. For
example, the phrase “how about” is strongly indicative of a SUGGEST dialogue
act. Cue phrases for this project were derived experimentally from the corpus.

The discourse chunking phase uses four committees of 1, 5, 9, and 13 mem-
bers. We examined the accuracy for chunk starts for each of these groups, using
the well-known measures of precision (P ), recall(R), and f-measure(F ), where



778 T. Daniel Midgley and Cara MacNish

Table 3. Discourse chunk start accuracy

Precision Recall F-measure

k = 1 0.435 0.857 0.577
k = 5 0.460 0.852 0.597
k = 9 0.475 0.847 0.609
k = 13 0.482 0.852 0.616

P =
number of correct answers

total number of answers

and

R =
number of correct answers

number in the corpus

F-measure is the harmonic mean of precision and recall, or

F =
2(PR)
P + R

Table 3 shows accuracy for the chunk-finding phase of the experiment.
Precision and recall usually have a see-saw effect on each other; when the

system makes more conservative guesses, it tends to become more accurate in
those guesses, but finds fewer of the targets. In this implementation, however,
recall holds steady while precision increases. With 13 committee members, the
chunker was able to find 85 percent of the discourse chunk starts, while being
accurate about half the time.

Having found the most likely candidates for chunk starts, the question now
becomes whether this information, though imperfect, can help the DA tagger
improve its performance.

3.2 DA Tagging with Dialogue Chunking

For the next phase of the experiment, the discourse chunking information was
used as a feature in the CBR tagger to help in the DA tagging task. The dis-
course chunk tags (B, I, *) were converted into numbers. The first utterance in
a discourse chunk (B) was marked with a 1. All other utterances were numbered
depending on their position within the chunk with values from 1 to 100 (the
last utterance in the chunk). This normalizes the chunk distances to facilitate
comparison between utterances. A sample is shown in Table 4.

Discourse chunk similarity was added as a feature. Similarities for this tag
were computed by dividing the smaller discourse chunk number by the larger.
Comparing two “chunk starter” utterances would give the highest similarity of
1, and comparing a chunk starter (1) to a chunk-ender (100) would give a lower
similarity (.01).
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Table 4. A sample of dialogue from Verbmobil-2, after dialogue chunking

LMT so there is a noon flight 1 SUGGEST

LMT and then there is a three o’clock flight 13.375 SUGGEST

LMT so you want to 25.75 NOT CLASSIFIABLE

KNT okay 38.125 ACCEPT

KNT I think we better shoot for the noon 50.5 CONFIRM

LMT the noon yeah 62.875 REQUEST CLARIFY

LMT okay 75.25 FEEDBACK POSITIVE

KNT yeah 87.625 FEEDBACK POSITIVE

LMT right 100 FEEDBACK POSITIVE

Table 5. DA Tagger accuracy, in percentages

Committees used Committees used for finding discourse chunks
for DA tagging k=0 k = 1 k = 5 k = 9 k = 13 Correct

(no chunks) information

k = 1 47.17 47.25 47.75 48.41 48.25 52.49
k = 5 47.83 49.41 49.91 50.41 50.24 55.32
k = 9 46.58 49.83 50.66 50.99 51.16 55.32
k = 13 47.50 50.83 51.66 51.91 52.24 56.65

4 Results and Discussion

A baseline was obtained by running the CBR tagger with no discourse chunk
information, obtaining a maximum score of 47.83 percent. As a check, the DA
tagger also performed a run using the rule-derived discourse chunk tags. It found
the correct DA tag 56.65 percent of the time. This suggests an upper and lower
boundary for the tagger using this feature set and corpus.

The results are shown in Table 5. Performance improves as the number of
committee members increases, reaching a maximum of 52.24 percent accuracy,
a five percent increase over tagging without discourse information. This result
is statistically significant for p ≤ 0.05. For comparison, the accuracy that could
be obtained by simply tagging every utterance INFORM (the most common tag)
is 21.71 percent.

As mentioned before, human performance has been estimated at about 84
percent. Other DA tagging work has achieved anywhere from 47 to 75 percent
(see [15] for a more thorough review), but comparing these projects can be
difficult because they use different corpora of different sizes, and different tagsets.
For example, the 75.12 percent score reported by [14] is something of a record,
but that project used a more coarse-grained tagset (18 tags) than the current
study (32 tags).

It could be argued that since discourse chunks are based on DA tags (at
least for the training corpus), the gains in performance could be explained by
the extra information that discourse chunks provide—as though the chunk tags
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Table 6. DA Tagger accuracy, by DA tag

Without discourse chunks With discourse chunks
Tag Precision Recall F-measure Precision Recall F-measure

THANK 1.000 1.000 1.000 1.000 1.000 1.000
GREET 0.923 0.923 0.923 0.850 0.920 0.880
POLITENESS FORMULA 0.846 0.786 0.815 0.850 0.610 0.710
BYE 0.778 0.667 0.718 0.850 0.600 0.700
FEEDBACK POSITIVE 0.822 0.542 0.653 0.960 0.550 0.700
BACKCHANNEL 0.958 0.442 0.605 0.780 0.610 0.680
FEEDBACK NEGATIVE 0.500 0.667 0.571 0.820 0.480 0.600
INFORM 0.488 0.485 0.487 0.450 0.530 0.490
EXPLAINED REJECT 0.333 0.667 0.444 0.310 0.630 0.420
SUGGEST 0.405 0.472 0.436 0.370 0.450 0.410
INIT 0.313 0.500 0.385 0.310 0.420 0.360
REQUEST COMMENT 0.263 0.500 0.345 0.290 0.440 0.350
REQUEST 0.323 0.323 0.323 0.270 0.430 0.330
ACCEPT 0.293 0.348 0.318 0.210 0.570 0.310
DELIBERATE 0.269 0.350 0.304 0.170 1.000 0.290
COMMIT 0.222 0.400 0.286 0.190 0.500 0.280
GIVE REASON 0.211 0.364 0.267 0.160 0.380 0.220
REQUEST CLARIFY 0.208 0.217 0.213 0.150 0.240 0.190
REQUEST SUGGEST 0.182 0.222 0.200 0.110 0.330 0.170
NOT CLASSIFIABLE 0.152 0.175 0.163 0.120 0.230 0.160
CLARIFY 0.120 0.176 0.143 0.080 0.180 0.110
EXCLUDE 0.080 0.500 0.138 0.070 0.140 0.100
REJECT 0.071 0.250 0.111 0.000 0.000 0.000

were providing an unfair hint as to the identity of the DA tag. This is unlikely,
as the discourse chunking for the test corpus was done with no recourse to DA
tag information. Further, if the rule-based chunk information were responsible
for the performance gain, we would expect that discourse chunking would have
the greatest positive effect on the four tags that serve as indicators to chunk
starts (SUGGEST, INIT, REQUEST SUGGEST, and EXCLUDE). However, when the
best DA tagging results were broken down by tag, performance for the each
of the four “chunk start” tags actually declined slightly with discourse chunks.
As seen in Table 6, the greatest performance gains were made with the tags
FEEDBACK POSITIVE, FEEDBACK NEGATIVE, and BACKCHANNEL. This suggests that
discourse chunking is in fact helpful in recognising a greater range of speech acts
than just the “chunk starters.”

5 Conclusion and Future Work

This study shows that discourse chunks can be recognised automatically from
simple features, and that these chunks do improve performance in DA tagging,
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even when found with only moderate accuracy. Better automatic chunk recog-
nition will be a primary focus in future work.

In this experiment, we used a set of rules for breaking up dialogues into
chunks. We chose these rules because the boundaries they define seem to cor-
respond to topic boundaries. Although our results seem fairly intuitive and do
produce some improvement in the DA tagging task, no claims can be made with
regard to the psychological reality of these boundaries for human speakers. Fu-
ture work will focus on how well these rules correspond to discourse boundary
judgements made by human subjects.
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Abstract. In Kernel based Nonlinear Subspace (KNS) methods, the
length of the projections onto the principal component directions in the
feature space, is computed using a kernel matrix, K, whose dimension
is equivalent to the number of sample data points. Clearly this is prob-
lematic, especially, for large data sets. To solve the problem, in [9] we
earlier proposed a method of reducing the size of the kernel by invoking
a Prototype Reduction Scheme (PRS) to reduce the data into a smaller
representative subset, rather than define it in terms of the entire data
set. In this paper we propose a new KNS classification method for fur-
ther enhancing the efficiency and accuracy of the results presented in [9].
By sub-dividing the data into smaller subsets, we propose to employ
a PRS as a pre-processing module, to yield more refined representative
prototypes. Thereafter, a Classifier Fusion Strategies (CFS) is invoked
as a post-processing module, so as to combine the individual KNS classi-
fication results to derive a consensus decision. Our experimental results
demonstrate that the proposed mechanism significantly reduces the pro-
totype extraction time as well as the computation time without sacrific-
ing the classification accuracy. The results especially demonstrate that
the computational advantage for large data sets is significant when a par-
allel programming philosophy is applied.

Keywords: Kernel based Nonlinear Subspace (KNS) Method, Proto-
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This paper presents a novel scheme by which we can enhance the efficiency of
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the data is subdivided into subsets, each of which trains a nonlinear kernel-
based subspace method. The results of the individual trained classifiers are then
merged using classical fusion methods to yield an enhanced classifier that is supe-
rior to each individual one. Thus, the results presented here essentially describe
a technique wherein the various advantages of three fields, (namely, prototype
reduction, nonlinear kernel methods, and fusion-based methods), are used to
augment each other. In that sense, these results are both novel, and of a pio-
neering sort.

The subspace method of pattern recognition is a technique in which the
pattern classes are not primarily defined as bounded regions or zones in a feature
space, but rather given in terms of linear subspaces defined by the basis vectors,
one for each class [13]. The length of a vector projected onto a class subspace,
or the distance of the vector from the class subspace, is a measure of similarity
or degree of membership for that particular class, and serves as the discriminant
function of these methods. More specifically, the following steps are necessary for
the methods: First, we compute the covariance matrix or scatter matrix. Then,
we compute its eigenvectors and normalize them by the principal components
analysis or the Karhuen-Loève (KL) expansion technique. Finally, we compute
the projections (or distances) of a test pattern vector onto (or from) the class
subspaces spanned by the subset of principal eigenvectors. All of the subspace
classifiers have employed the Principal Components Analysis (PCA) to compute
the basis vectors by which the class subspaces are spanned. Since the PCA
is a linear algorithm, it is, clearly, beyond its capabilities to extract nonlinear
structures from the data, which essentially limits the use of such classifiers.

To overcome the above limitation, a kernel Principal Components Analysis
(kPCA) was proposed in [15]. The kPCA provides an elegant way of dealing
with nonlinear problems in an input space RN by mapping them to linear ones
in a feature space, F . That is, a dot product in space RN corresponds to mapping
the data into a possibly high-dimensional product space F by a nonlinear map
Φ : RN → F , and taking the dot product in the latter space.

Recently, using the kPCA, kernel-based subspace methods, such as the Sub-
space method in Hilbert Space [18], the Kernel based Nonlinear Subspace (KNS)
method [12], and the Kernel Mutual Subspace method [14], have been proposed.
All of them solve a similar linear eigenvalue problem and utilize the kernel trick
to obtain the kernel PCA components. The only difference is that the size of the
problem is decided by the number of data points, and not by the dimension, since
the dimension of the kernel (covariance) matrix is equivalent to the number of
data points, n, which is not desirable when a large number of observations are
available. Nonlinear subspace methods are reportedly better than their linear
counterparts.

To solve the computational problem, a number of methods, such as the tech-
niques proposed by Achlioptas and his co-authors [1], [2] (detailed presently),
the power method with deflation [15], the method of estimating K with a sub-
set of the data [15], the Sparse Greedy matrix Approximation (SGA) [16], the
Nystom method, and the sparse kernel PCA method based on the probabilistic
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feature-space PCA concept [17], have been proposed. Details of these methods
are omitted here in the interest of brevity.

Pioneering to the area of reducing the complexity of KNS are the works of
Achlioptas [2] and his co-authors, whose techniques can be classified into two
main categories. The first category includes the strategy of artificially introduc-
ing sparseness into the kernel matrix, which, in turn, is achieved by physically
setting some randomly chosen values to zero. The other alternative, as suggested
in [1], proposes the elimination of the underlying data points themselves. This
is the strategy we advocate - this is indeed, the theoretical basis for our present
solution for optimizing KNS. However, rather than eliminate the “unnecessary”
underlying data points in a randomized manner, we propose that this be done in
a systematic manner, namely in a way by which the distribution of the points is
maintained, albeit, approximately. Indeed, we propose to solve the problem by
reducing the size of the design set without sacrificing the performance, where the
latter is achieved by using a Prototype Reduction Scheme (PRS). The PRS is
a way of reducing the number of training vectors while simultaneously insisting
that the classifiers built on the reduced design set perform as well, or nearly as
well, as the classifiers built on the original design set.

The PRS has been explored for various purposes, and has resulted in the
development of many algorithms [3], [4]. One of the first of its kind, was a method
that led to a smaller prototype set, the Condensed Nearest Neighbor (CNN)
rule [5]. Since the development of the CNN, other methods have been proposed
successively, such as the Prototypes for Nearest Neighbor (PNN) classifiers and
its modified version, the Vector Quantization (VQ) technique, and a new hybrid
method (HYB) [7] etc1.

On the other hand, Classifier Fusion Strategies (CFS) have been investigated
in the literature, because of their potential to improve the performance of pat-
tern recognition systems. The basic idea is to solve each recognition problem
by designing a set of classifiers, and then combining the designs in some way
to achieve reduced classification error rates. Therefore a choice of an appropri-
ate fusion method can further improve on the performance of the combination.
Various CFSs have been proposed in the literature - excellent studies are found
in [10], [11].

In this paper we propose to utilize a PRS and a CFS in succession to yield
a new KNS classification method. We highlight the salient contributions of the
paper below.

1.1 Contributions of the Paper

The primary contribution of this paper is the augmented strategy used to en-
hance kernel-based nonlinear subspace (KNS) methods. This is achieved by em-
ploying two pre-processing modules, and a post-processing module - neither of
which are related to KNS methods at all. The first of the pre-processing modules
1 Bezdek et al [3], who have composed an excellent survey of the field, report that

there are “zillions!” of methods for finding prototypes (see page 1459 of [3]).
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sub-divides the data into subsets. The second invokes a suitable PRS, by which
the prototypes are selected or created for each of the latter subsets. Finally, the
post-processing is achieved by invoking a relevant fusion-based scheme, which
represents a strategy of combining the results of the individual classifiers in
a suitable way so as to enhance their collective classification. Thus, the results
presented here essentially describe a technique wherein the various advantages of
three fields, (namely, prototype reduction, nonlinear kernel methods, and fusion-
based methods), are used to augment each other. In that sense, these results are
both novel, and of a pioneering sort.

The second contribution of this paper is the method by which we have re-
duced the computational burden of each KNS method, namely, by utilizing
a PRS. The speed is thus enhanced, (as addressed earlier in [9]) because we
work with a smaller matrix, leading to less expensive matrix-related operations.

The third contribution of the paper is a parallelization of the proposed mech-
anism. If the data subsets were processed in parallel (as demonstrated later), the
processing CPU-times could be reduced significantly when compared to the times
required for sequential computations. All of these concepts are novel to the field
of designing kernel-based nonlinear subspace methods.

2 Kernel Based Nonlinear Subspace (KNS) Method

In this section, we provide a brief overview to the kernel based nonlinear subspace
method. Since the eigenvectors are computed linearly by the Principle Compo-
nent Analysis (PCA), these classifiers are very effective for linear problems, but
not good for non-linear feature distributions. This has naturally motivated vari-
ous developments of nonlinear PCA’s, including the kernel PCA (or kPCA). The
details of the kPCA are omitted (as they are essentially, irrelevant) but can be
found in the well-known literature, and also in [6] and [9].

The Kernel-based Nonlinear Subspace (KNS) method is a subspace classi-
fier, where the kPCA is employed as the specific nonlinear feature extractor.
Given a set of n N -dimensional data samples X = ( x1, · · · , xn)T ∈ ωi and
a kernel function k(·, ·), the column matrix of the orthogonal eigenvectors, U=(

U1, · · · , Up′
i

)
, and the diagonal matrix of the eigenvalues, Λ, can be computed

from the kernel matrix Kij = k( xi, xj), 1 ≤ i, j ≤ n. Then, it can be shown [6],
that the length of the projection of a new test pattern z onto the principal
directions of U in F is

‖P ′
i‖2 =

p′
i∑

j=1

n∑
i=1

(αjik( xi, z))2 = ‖ 1√
Λ

UT k(X, z)‖2. (1)

Thus, the analogous decision rule as that of linear subspace classifiers, classi-
fies each z into the class on whose “class subspace” it has the longest projection
as follows:

∀j �= i, ‖P ′
i‖2 > ‖P ′

j‖2 ⇒ z ∈ ωi. (2)
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In KNS, the subspace dimensions, p′i, i = 1, · · · , C, have a strong influence
on the performance of subspace classifiers. In order to get a high classification
accuracy, we have to select a large dimension. However, designing with dimen-
sions which are too large leads to low performances due to the overlapping of the
resultant subspaces. Also, since the speed of computation for the discriminant
function of subspace classifiers is inversely proportional to the dimension, the
latter should be kept small.

Various dimension selection methods have been reported in the literature
[13]. The simplest approach is to select a global dimension to be used for all
the classes. A more popular method is that of selecting different dimensions for
the various classes based on the cumulative proportion, α, which is defined as
α(p′i) =

∑p′
i

i=1 λi /
∑n

i=1 λi .
In this method, the p′i of each class for the data sets is determined by con-

sidering the cumulative proportion, α(p′i). For each class, the kernel matrix K
is computed using the available training samples for that class. The eigenvec-
tors and eigenvalues are computed, and the cumulative sum of the eigenvalues,
normalized by the trace of K, is compared to a fixed number.

The overall procedure for kernel based nonlinear subspace classifiers is sum-
marized as follows:

1. For every class, j, compute the kernel matrix, K, using the given training
data set { xi}n

i=1 and the kernel function k(·, ·);
2. For every class, j, compute the normalized eigenvectors of K in F , and select

the subspace dimension, p′j;
3. For all the test patterns, compute the projections of the pattern onto the

eigenvectors, and classify it by the decision rule of (2).

In the above, the computation of principal component projections for a pat-
tern requires evaluation of the kernel function with respect to all the training
patterns. This is unfortunate, because, in practice, the computation is excessive
for large data sets. We overcome this limitation by reducing each subset of the
training set using a PRS.

3 Schema for the Overall Proposed Solution

Let us, for the present, assume that we have sub-divided the training samples
into mutually exclusive subsets of size ‘n’ each. Our reasoning below is for each
of these subsets.

The fundamental problem we encounter is that of computing the solution
to the kernel subspace classifier from the set of training samples. This, in turn,
involves four essential phases, namely that of computing the kernel matrix, com-
puting its eigenvalues and eigenvectors, extracting the principal components of
the kernel matrix from among these eigenvectors, and finally, projecting the sam-
ples to be processed onto the reduced basis vectors. We observe, first of all, that
all of these phases depend on the size of the data set. In particular, the most
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time consuming phase involves computing the eigenvalues and eigenvectors of
the kernel matrix.

There is an underlying irony in the method, in itself. For a good and effective
training phase, we, typically, desire a large data set. But if the training set is
large, the dimensionality of the kernel matrix is correspondingly large, making
the computations extremely expensive. On the other hand, a smaller training
set makes the learning less accurate, although computations are correspondingly
less.

There are a few ways by which the computational burden of the kernel sub-
space method can be reduced. Most of the reported schemes [1], [2], [16] and [17],
resort to using the specific properties of the underlying kernel matrix, for exam-
ple, its sparseness. Our technique is different.

The method we propose is by reducing the size of the training set. However,
we do this, by not significantly reducing the accuracy of the resultant classifier.
This is achieved by resorting to a PRS. The theoretical basis for this will be
explained in a subsequent section.

The question now is essentially one of determining which of the training
points we should retain. Rather than deciding to discard or retain the training
points, we permit the user the choice of either selecting some of the training
samples using methods such as the CNN, or creating a smaller set of samples
using the methods such as those advocated in the PNN, VQ, and HYB. This
reduced set effectively represents the new “training” set. Additionally, we also
permit the user to migrate the resultant set by an LVQ3-type method to further
enhance the quality of the reduced samples.

The PRS serves as a preprocessor to the n N -dimensional training samples to
yield a subset of n′ potentially new points, where n′ << n. The “kernel” is now
computed using this reduced set of points to yield the so-called reduced-kernel
matrix. The eigenvalues and eigenvectors of this matrix are now computed, and
the principal components of the kernel matrix are extracted from among these
eigenvectors of smaller dimension. Notice now that the samples to be tested
are projected onto the reduced basis directions represented by these vectors.
More specifically, the data set Dj per each class, j, is randomly divided into
small subsets, Dij , i = 1, · · · ,M . Subsequently, each subset Dij is reduced into
prototype vectors, Pij , by a PRS algorithm. The number of prototype vectors,
n′ = |Pij |, is significantly smaller than that of the original subset, n = |Dij |,
since is n′ � n. After that, the KNS classifier, Cij , is designed using the n′ × n′

kernel matrix, K, instead of the n× n matrix.
To investigate the computational advantage gained by resorting to such

a PRS preprocessing phase, we observe, first of all, that the time used in deter-
mining the reduced prototypes is fractional compared to the time required for
the expensive matrix-related operations. Once the reduced prototypes are ob-
tained, the eigenvalue/eigenvector computations are significantly smaller, since
these computations are now done for a much smaller set, and thus for an n′×n′

matrix.
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Reduce D1j into P1j
using a PRS

Reduce D2j into P2j
using a PRS

Design KNS classifier
C2j with P2j

Design KNS classifier
C1j with P1j

Design KNS classifier
CMj with PMj

Reduce DMj into PMj
using a PRS

Divide
data set

Dj
into

subsets
Dij

Combine
Cij

into
Cj

using a
CFS

... ...

*t' *T1

Fig. 1. The process of the proposed mechanism. Here, the Dj is a data set
of class j, and the Dij , i = 1, · · · ,M is a subset divided randomly. The Pij is
a prototype set reduced by a PRS. The Cij is an KNS classifier designed with
the reduced kernel matrix, and the Cj is a KNS classifier combined by a CFS

Once the outputs of the individual KNS schemes are obtained, they have to
be coalesced in a systematic manner. This is achieved by resorting to a fusion-
based philosophy, which compensates for the decreased efficiency caused by the
data set division. The latter essentially combines the decisions of the individual
KNS classification results to derive a consensus decision from the M classifiers.
Figure 1 shows the overall process of the proposed mechanism.

Another important issue that we highlight (as is clear from the figure), is the
inherent parallelism in the process. If the modules of the algorithm are processed
in parallel, as shown in the figure, the times taken for the PRS reduction and the
KNS classifier design are ∗t′ and ∗T1, respectively. In this case, the sequential
computation times, t′ and T1, for both steps almost can be reduced by the factor
of 1

M . The net result of these two reductions is reflected in the time savings we
report in the next section in which we discuss the experimental results obtained
for artificial and real-life data sets.

4 Prototype Reduction (PRS) and Fusion Schemes (CFS)

Various data reduction methods have been proposed in the literature - two ex-
cellent surveys are found in [3], [4]. The most pertinent ones are reviewed in [6]
in two groups: the conventional methods and a newly proposed hybrid method.
Among the conventional methods, the CNN and the SVM are chosen as represen-
tative schemes of selective methods. The former is one of first methods proposed,
and the latter is more recent. As opposed to these, the PNN and VQ (or SOM)
are considered to fall within the family of prototype-creative algorithms.
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The unabridged paper [6] also describes a newly-reported hybrid scheme, the
Kim Oommen Hybridized technique, [7], which is based on the philosophy of
invoking creating and adjusting phases. First, a reduced set of initial prototypes
or code-book vectors is chosen by any of the previously reported methods, and
then their optimal positions are learned with an LVQ3-type algorithm, thus,
minimizing the average classification error. All these methods have been used to
optimize KNS.

As opposed to PRS, classifier combination (“Fusion”) has received consider-
able attention because of its potential to improve the performance of classifica-
tion systems. The basic idea is to solve each classification problem by designing
a set of classifiers, and then combining the classifiers in some way to achieve
reduced classification error rates. Therefore a choice of an appropriate fusion
method can further improve on the performance of the combination. Various
CFSs have been proposed in the literature - excellent studies are found in [10],
[11]. We summarize the CFS’s decision rules of [10] here briefly.

Consider a pattern recognition problem where pattern z is to be assigned
to one of the C possible classes, ω1, · · · , ωC . Assume that there are M clas-
sifiers each representing the given pattern by a distinct measurement vector.
Denote the measurement vector used by the ith classifier by xi, i = 1, · · · ,M .
In this case, the Bayesian decision rule computes the a posteriori probability
p(ωk| x1, · · · , xM ) using the Bayes theorem as follow:

p(ωk| x1, · · · , xM ) =
p( x1, · · · , xM |ωk)P (ωk)∑C
j=1 p( x1, · · · , xM |ωj)P (ωj)

. (3)

Let us assume that the representations used are conditionally statistically
independent. Then the joint probability distribution of the measurements ex-
tracted by the classifiers can be rewritten as follow:

p( x1, · · · , xM |ωk)P (ωk) =
M∏
i=1

p( xi|ωk), (4)

where p( xi|ωk) is the measurement process model of the ith representation.
Based on (3) and (4), we obtain commonly used decision rules such as Prod-

uct, Sum, Max, Min, Median, and Majority vote rules. Their details can be found
in [10] and [11]. Although all of them can be used in a CFS, we mention, ex-
plicitly, the one that we have used in our experiments, namely the Majority vote
rule which operates under the assumption of equal priors, as follows :

M∑
i=1

Δji = max
1≤k≤C

{
M∑
i=1

Δki

}
⇒ z ∈ ωj , (5)

Δki =
{

1, if p(ωk| xi) = max1≤j≤C {p(ωj | xi)} ,
0, otherwise. (6)
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Here, for each class ωk, the sum of Δji simply counts the votes received
for this result from the individual classifiers. Thus the class which receives the
largest number of votes is then selected as the majority decision.

5 Experimental Verification

The proposed method has been rigorously tested and compared with many
conventional KNSs. This was done by performing experiments on both “arti-
ficial” and “real-life” data sets. In our experiments, the two artificial data sets
“Non normal 2” and “Non normal 3”, were generated with different sizes of
testing and training sets of cardinality 500 and 5,000 respectively. The data sets
“Arrhythmia” (in short, “Arrhy”) and “Adult4”, which are real benchmark data
sets, are cited from the UCI Machine Learning Repository2. Their details can
be found in the latter site, and also in [6], [8] and [9], and omitted here in the
interest of compactness.

The data set named “Non normal”, which has also been employed as a bench-
mark experimental data set [6], was generated from a mixture of four 8-
dimensional Gaussian distributions whose means are μ11 = [0, 0, · · · , 0], μ12 =
[6.58, 0, · · · , 0], μ21 = [3.29, 0, · · · , 0], μ22 = [9.87, 0, · · · , 0], and covariance matri-
ces are the 8 -dimensional Identity matrix.

In all the data sets examined, all of the vectors were normalized within the
range [−1, 1] using their standard deviations. For every class j, the data set for
the class was randomly split into two subsets of equal size for training and testing
respectively, and the roles of these sets were later interchanged. The parameters
used for the PRS and KNS are found in the unabridged version of this paper [6].

5.1 Experimental Results

We report below the run-time characteristics of the proposed algorithm for the
artificial and real-life data sets as shown in Table 1. In this table, the KNS
represents the method of calculating the kernel matrix with the entire data set.
The SGA-KNS3, the CNN-KNS, and the HYB-KNS are obtained by calculating
the kernel matrix using the prototypes obtained with each respective method.
On the other hand, the rCNN-KNS and rHYB-KNS are obtained by calculating
the kernel matrix using the prototypes obtained with each respective recursive
method [8]. The above two methods were experimented with a hope of reducing
the prototype extraction time. Then, the KNSc is obtained by using a combined
KNS classifier, where each KNS classifier is designed with the one of the divided
subsets. That is, in this experiment, the whole data set is divided into three
subsets, M = 3 (refer to Figure 1), and the Majority vote rule (as specified by
Equation (5)) is employed as an ensemble strategy. The CNN-KNSc and HYB-
KNSc are obtained by using the combined KNS classifiers.
2 http://www.ics.uci.edu/mlearn/MLRepository.html
3 The authors are very grateful to Dr. Alex Smola, of the Australian National Univer-

sity, for his assistance in this study.
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Table 1. The experimental results of the proposed method for the artificial data
set, “Non normal 3”, and real-life data sets, “Arrhy” and “Adult4”. The values
marked with ∗ of the column T1 and t′, that is, ∗T1 and ∗t′, are the processing
CPU-times when a parallel programming technique is applied

Data Methods Acc T1 (p1, p2) n′ t′

Sets

KNS 94.81 12,464.00 (1,1), (1,1) 5,000 0
SGA-KNS 92.53 7.90 (1,1), (1,1) 8 1,305.35
CNN-KNS 94.81 360.29 (1,1), (1,1) 491 58.57

Non 3 HYB-KNS 94.76 488.87 (1,1), (1,1) 641 58.38
rCNN-KNS 94.79 299.47 (1,1), (1,1) 408 15.06
rHYB-KNS 94.77 479.32 (1,1), (1,1) 627 46.61
KNSc 94.84 4,797.80 {(1, 1) (1, 1) (1, 1)}, {1666, 1667, 1667} 0

*1,612.10 {(1, 1) (1, 1) (1, 1)} *0
CNN-KNSc 94.77 440.79 {(1, 1) (1, 1) (1, 1)}, {216, 184, 199} 11.38

*146.93 {(1, 1) (1, 1) (1, 1)} *5.69
HYB-KNSc 94.74 469.54 {(1, 1) (1, 1) (1, 1)}, {232, 204, 206} 10.15

*156.52 {(1, 1) (1, 1) (1, 1)} *3.38
KNS 98.24 18.29 (5,10), (13,19) 226 0
SGA-KNS 98.46 18.83 (25,28), (28,32) 206 213.05
CNN-KNS 95.80 2.72 (15,16), (14,14) 30 0.84

Arrhy HYB-KNS 98.90 7.12 (23,32), (21,25) 67 3.50
rCNN-KNS 92.26 1.77 (6,8), (9,8) 16 1.75
rHYB-KNS 96.46 3.93 (10,22), (11,27) 44 3.67
KNSc 97.57 16.79 {(40, 35) (41, 35) (41, 34)}, {75, 76, 75} 0

*6.79 {(41, 34) (41, 35) (41, 34)} *0
CNN-KNSc 93.15 4.08 {(6, 6) (9, 10) (5, 6)}, {13, 18, 11} 1.88

*1.36 {(10, 4) (10, 7) (6, 4)} *0.63
HYB-KNSc 98.68 8.40 {(6, 8) (9, 18) (5, 9)}, {33, 37, 34} 1.34

*2.80 {(15, 18) (7, 11) (9, 17)} *0.45
KNS 85.78 15,558.00 (13,12), (13,12) 4,168 0
SGA-KNS 81.80 244.85 (27,18), (17,19) 301 108,135.50
CNN-KNS 90.10 536.38 (8,8), (8,8) 755 237.69

Adult4 HYB-KNS 91.96 287.70 (11,11) (11,11) 440 5,453.64
rCNN-KNS 88.24 367.74 (9,9), (8,8) 520 38.61
rHYB-KNS 91.75 91.31 (10,9), (9,9) 143 80.01
KNSc 90.60 5,482.30 {(20, 15) (19, 13) (21, 14)}, {1389, 1389, 1389} 0

*1,836.10 {(14, 13) (19, 13) (21, 14)} *0
CNN-KNSc 89.76 543.65 {(15, 14) (13, 12) (16, 12)}, {246, 266, 267} 25.85

*181.22 {(18, 14) (15, 14) (13, 11)} *8.62
HYB-KNSc 93.91 314.27 {(9, 8) (13, 11) (10, 8)}, {155, 161, 167} 1,095.99

*104.76 {(9, 8) (9, 8) (9, 8)} *365.33

The proposed methods, KNSc, CNN-KNSc and HYB-KNSc can be com-
pared with the traditional versions, such as the KNS (which utilizes the en-
tire set), SGA-KNS, CNN-KNS, and HYB-KNS as well as the rCNN-KNS and
rHYB-KNS, using four criteria, namely, the classification accuracy (%), Acc, the
processing CPU-time (in seconds), T1, the number of prototypes extracted, n′,
and the prototype extraction time, t′. We report below a summary of the results
obtained for the case when one subset was used for training and the second for
testing. The results when the roles of the sets are interchanged are almost iden-
tical. In the table, each result is the averaged value of the training and the test
sets, respectively.

In KNS, the subspace dimensions have a strong influence on the performance
of subspace classifiers. Therefore, the subspace dimensions, the number of pro-
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totypes employed for constructing the kernel matrix, and their extraction times
in the PRSs and the SGA, should be investigated. To assist in this task, we dis-
play the results of the Acc and T1, the subspace dimensions of the two classes,
(p11, p12), (p21, p22), or their divided three subsets, the final number of proto-
types, n′ = 1

2 (n′
1 + n′

2), and their extraction times, t′ = 1
2 (t′1 + t′2).

From Table 1, we can see that the processing CPU-time and the prototype
extraction time of the rCNN-KNS and rHYB-KNS methods can be further re-
duced by employing a recursive PRS such as the recursive CNN and the recursive
HYB. It should be mentioned that the processing time T1, can be decreased dra-
matically when a parallel programming technique is applied. In the table, the
values of the columns T1 and t′ are indicated with a ‘∗’.

Consider the KNS, HYB-KNS, KNSc and HYB-KNSc methods for the
“Non 3” data sets. First of all, the classification accuracy (%) of these meth-
ods, Acc, is almost the same, namely, 94.81, 94.76, 94.84, and 94.74. How-
ever, the processing CPU-time (seconds), T1, is significantly different, which
are 12,464.00, 488.87, 4,797.80 (*1,612.10), and 469.54 (*156.52) respectively.
The number of prototypes, that is, the dimension of the kernel matrix, n′ are
5,000, 641, {1666, 1667, 1667} and {232, 204, 206}, and their extraction times are
0, 58.38, 0 (*0), and 10.15 (*3.38) respectively. Additional remarks about the
experimental results can be found in [6].

When a parallel programming technique is applied to the HYB-KNSc scheme,
the processing times of T1 and t′, 469.54 and 10.15 seconds, are reduced by
those of ∗T1 and ∗t′, 156.52 and 3.38 seconds, respectively. Identical comments
can also be made about the CNN-KNS and CNN-KNSc schemes, and about
the experimental results obtained for the real-life data set captioned Adult4.
One final concluding remark is that the HYB-KNSc is uniformly superior to
the others in terms of the classification accuracy, Acc, while requiring a little
additional prototype extraction time, t′. We thus propose this method as the
most ideal candidate for enhancing a KNS by combining a PRS and a CFS.

6 Conclusions

Kernel based nonlinear subspace methods suffer from a major disadvantage for
large data sets, namely that of the excessive computational burden encountered
by processing all the data points. In this paper, we suggest a computationally
superior mechanism to solve the problem, which incorporates the techniques
akin to many different pattern recognition philosophies. Rather than define the
kernel matrix and compute the principal components using the entire data set,
we propose that the data be reduced into smaller prototype subsets (which lead
to “reduced-kernel” matrices) using a Prototype Reduction Schemes (PRS) fol-
lowed by a Classifier Fusion Strategy (CFS). The CFS classifier can compensate
for the decreased accuracy caused by the data set subdivision.

The proposed method has been tested on artificial and real-life benchmark
data sets, and compared with the conventional methods. The experimental re-
sults for large data sets demonstrate that the proposed schemes can improve the
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computation speed of the KNS classification by an order of magnitude, while
yielding almost the same classification accuracy. Also, if invoked in parallel, the
times taken for the PRS reduction and the KNS classifier design are signifi-
cantly reduced, rendering the overall classifier an order-of-magnitude superior
to the previous traditional counterparts.
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Abstract. Emerging Pattern (EP)-based classifiers are a type of new
classifiers based on itemsets whose occurrence in one dataset varies sig-
nificantly from that of another. These classifiers are very promising and
have shown to perform comparably with some popular classifiers. In this
paper, we conduct two experiments to study the noise tolerance of EP-
based classifiers. A primary concern is to ascertain if overfitting occurs
in them. Our results highlight the fact that the aggregating approach
in constructing EP-based classifiers prevents them from overfitting. We
further conclude that perfect training accuracy does not necessarily lead
to overfitting of a classifier as long as there exists a suitable mechanism,
such as an aggregating approach, to counterbalance any propensity to
overfit.

Keywords: Knowledge Discovery and Data Mining, Classification, EP-
based classifier, Noise, Overfitting

1 Introduction

Real datasets are usually affected by noise. Reliable classifiers should be tolerant
to a reasonable level of noise. Sensitivity to noise within classifiers can usually be
attributed to overfitting. Overfitting refers to the phenomenon that a classifier
performing perfectly on training, is nevertheless poor in predictive accuracy.
The explanation is that noise has been fit into the classification model during
training.

Emerging Patterns (EPs) [3] are itemsets whose occurrence in one dataset
varies significantly from that of another. The growth rate of an itemset X from
the background dataset D1 to the target dataset D2 is suppD2 (X)

suppD1 (X) . X is a (ρ) EP
from D1 to D2 (or EP of D2), if its growth rate ≥ ρ, where ρ is a given threshold
greater than 1. X is a Jumping Emerging Pattern (JEP) from D1 to D2 (or
JEP of D2), if suppD1(X) = 0 and suppD2(X) �= 0, i.e., the growth rate of X is
infinity.

Example 1. Table 1 [11] is a small training dataset on a Saturday morning ac-
tivity. There are 14 instances, labelled by one of the two classes, P or N , in-
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c© Springer-Verlag Berlin Heidelberg 2003
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Table 1. Saturday Morning Activity (A Small Training Dataset)

N P

sunny,hot,high,false overcast,hot,high,false

sunny,hot,high,true rain,mild,high,false

rain,cool,normal,true rain,cool,normal,false

sunny,mild,high,false overcast,cool,normal,true

rain,mild,high,true sunny,cool,normal,false

rain,mild,normal,false

sunny,mild,normal,true

overcast,mild,high,true

overcast,hot,normal,false

dicating participation or non-participation. All the instances with label P con-
stitute dataset DP , others belong to dataset DN . Three of the many EPs are:
{Temperature=cool, Humidity=normal} is an EP of DP with a growth rate of 5

3 ,
as its support in DN is 1

5 and in DP is 1
3 ; {Outlook=overcast} is a JEP of DP ,

as its support in DN is 0 and in DP is 4
9 ; {Outlook=sunny, Windy=false} is an

EP of DN with a growth rate of 18
5 , as its support in DP is 1

9 and in DN is 2
5 .

Research on EPs mainly includes the efficient mining of (J)EPs [3, 1], and
most importantly, EP-based classifiers, which classify by aggregating the dif-
ferentiating power of mined EPs. The CAEP (Classification by Aggregating
Emerging Patterns) classifier [4, 13] and the JEP classifier [9] are the two most
significant ones. Others such as iCAEP [14] and eJEP-classifier [5] are variants
developed to improve the efficiency and/or classification accuracy. Experimental
results on datasets from the UCI Repository [2] show that EP-based classifiers
are powerful. Their accuracies are comparable with the most popular classifiers
available.

In this paper, we conduct two experiments to study the noise tolerance of
EP-based classifiers. A primary concern is to ascertain if overfitting occurs in
them.

Building upon CAEP, in our first experiment, we propose the CAEEP (Clas-
sification by Aggregating Essential EPs) classifier. Here two additional con-
straints are augmented to those native to CAEP. These additional constraints
provide mechanisms of regulating the consistency and generality of the mined
EPs. While consistency control has been used as a means of avoiding overfitting
in other classifiers, our results indicate that CAEP and CAEEP share a similar
tolerance to noise and thus demonstrate their ability to withstand overfitting.

The JEP classifier, a classifier utilising those EPs with a growth rate of in-
finity, is also reviewed. For the JEP classifier, the fact that any training instance
can only contain JEPs of its class label, meaning it will always be classified cor-
rectly, ensures 100% training accuracy. (Note this is true when every training
instance contributes at least one JEP). The interest here surrounds its suscep-
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tibility to overfitting given its guarantee of a 100% training accuracy. In our
second experiment, after comparing the noise tolerance levels of various classi-
fiers using learning curves, its high ranking suggests that the JEP classifier is
also not prone to overfitting.

Our results highlight the fact that the aggregating approach in construct-
ing EP-based classifiers prevents them from overfitting and makes them noise
tolerant.

2 Background on EP-Based Classifiers

The essential idea of EP-based classifiers is to classify by aggregating the dif-
ferentiating power of the mined individual EPs (for the JEP classifier, it uses
JEPs).

EP-based classifiers proceeds as follows:

– Step 1: The training dataset D with m classes is partitioned into subsets
of D1, ..., Dm. Each subset contains instances sharing the same class label.

– Step 2: Mine EPs or JEPs from
⋃m

j =1 Dj to D1, from
⋃m

j =2 Dj to D2, . . .,
and from

⋃m
j =m Dj to Dm.

The difference among EP-based classifiers is mainly in this step.
In the initial version of CAEP [4], the border-based algorithm was applied
to mine EPs. All the EPs had to be extracted from their border representa-
tions and had their supports and growth rates later calculated, often at great
expense. ConsEPMiner [13] was proposed later to mine EPs even at low sup-
port on large high-dimensional datasets. It prunes the EP search space with
constraints and, directly mines EPs with their supports and growth rates
calculation inherent in the mining procedure. In this paper, any reference to
CAEP implies the one with ConsEPMiner as the EP miner.
For the JEP classifier, at this step, only the most expressive JEPs [9] are
mined. They are the JEPs whose subsets can not be JEPs. Also, a border-
based algorithm was first employed [9], followed by a tree-based mining al-
gorithm [1]. This tree-based mining algorithm was reported to be typically
around 5 times faster than the border-based one.

– Step 3: Score all the test instances in an aggregating approach.
Both the scoring of the CAEP and JEP classifiers are characterised by the
aggregating approach, although they have different scoring functions. For
a test instance, all the (J)EPs of a particular class contained in it contribute
to the aggregate score of this class. Calculate the aggregate score for each
class. The class with the highest score wins.
Given a test instance T , the aggregate score of class i (of m classes) for CAEP
is given by:

∑
(X∈E(Di) and X⊆T )

growthRate(X)
growthRate(X)+1×suppDi(X), where E(Di)

is the set of EPs from
⋃m

j =i Dj to Di [4]. (The score is then normalised before
comparison). For the JEP classifier:

∑
(X∈MEJEP (Di) and X⊆T ) suppDi(X),

where MEJEP (Di) is the set of the most expressive JEPs from
⋃m

j =i Dj

to Di [8].
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3 Examining the Noise Tolerance of EP-Based Classifiers

We carry out two experiments to study the noise tolerance of EP-based classifiers
and determine whether they suffer from overfitting. In the first experiment, we
study how consistency control, a means of overfitting avoidance, works on CAEP.
In the second one, we compare the noise tolerance of EP-based classifiers with
3 others by studying learning curves.

We experiment with 3 kinds of noise, attribute, label and mixed noise. At-
tribute noise only affects the attribute values, label noise distorts the class label
descriptions, and mixed noise refers to the kind applied to both attribute values
and class labels. Should we apply a n% noise, there is a n% chance that the
value is replaced by a random value in its domain. Specifically, we first decide if
the original attribute value or class label will be exposed to noise. If the answer
is yes, for continuous attributes, a new value is chosen randomly between the
minimum and the maximum. For categorical attributes or class labels, a random
value is selected from these available. When applying additional noise to a clas-
sifier, if the amount is too low, its influence may not be clear. On the contrary,
if there is too much noise applied, the classifier may be totally disabled. In our
study, in order to conduct a reasonable study, a 40% attribute noise, a 40% label
noise and a 40% mixed noise systems are employed. Also note that noise is only
applied to the training dataset, not the test dataset.

Short descriptions of the parameters set for all the 6 classifiers used in our ex-
periments are as follows. In NB and EP-based classifiers, scoring ties are broken
by classifying with the majority class.

– C5.0: C5.0 is the successor of C4.5. We experiment with Release 1.12,
RuleQuest Research Pty Ltd. We use the default settings with only one
option −f indicating names of the training and test datasets.

– k-Nearest Neighbour classifier: We choose k to be 3 in our imple-
mentation. The Euclidean distance function is used to measure similarity.
Continuous attributes are first normalised to the range 0 to 1.

– Naive Bayesian classifier: In our implementation of NB, when an at-
tribute is absent in a transaction, we assign 0.0001 as its count.

– JEP classifier: We adopt the JEP classifier with the tree-based JEP
mining algorithm [1].1 It is usually much faster than the one with the border-
based JEP mining algorithm.

– CAEP classifier: We employ the CAEP classifier as in [4, 13].3 The
settings on the thresholds are as follows: minimum target support = 0.01,
minimum growth rate = 5, minimum relative growth-rate improvement =
1.01, and maximum number of EPs = 100,000.

– CAEEP classifier: The settings on the thresholds are: minimum target
support for non-JEPs = 0.01, minimum growth rate = 5, minimum rela-
tive growth-rate improvement = 1.01, maximum background support for
non-JEPs = 0.04, minimum target support for JEPs = 0.05, and maximum
number of EPs = 100,000.

1 Thank the authors for providing the source code.
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3.1 Experiment One

We propose CAEEP, a classifier derived from CAEP, by modifying its EP mining
component from ConsEPMiner to ConsEEPMiner. ConsEEPMiner differs from
ConsEPMiner by employing two extra constraints, i.e., consistency and gener-
ality controls. Consistency Control means that for those non-JEPs that satisfy
all the constraints from ConsEPMiner, we choose only those having small back-
ground supports. The rationale is that such EPs are regarded here consistent
enough to be taken as a JEP, i.e., admitting a bounded number of inconsisten-
cies within JEPs. We think the concept of JEP is overly specific regarding the
background support and, no longer force it to be strictly zero. Generality Control
refers to the procedure that we demand JEPs to have enough target supports. In
the definition of JEP, while the background support is zero, the target support
is required to be any non-zero value. That is to say, the target support could
be very small. We believe this is overly general regarding the target support.
A JEP with a low target support has less discriminating power over class labels
and also can be incurred by noise. CAEEP retains the most important feature
of CAEP, the aggregate scoring approach. It has the same scoring function as
CAEP.

We compare CAEEP with CAEP. The experiments are carried out on some
datasets from the UCI Repository, using 10-fold Cross Validation.

Experimental Results. Table 2 is a summary of the resultant classification
accuracies of CAEEP and CAEP on 23 datasets, listing the number of times
one classifier outperforms the other. In this table, CAEEP obviously wins over
CAEP on clean datasets, but they are almost tied in noisy situations. We also do
paired t-tests (2-tailed) to compare CAEEP and CAEP. The results are shown
in Table 3. The small p-value of 0.0215 when the datasets are clean points out
a significant difference between CAEEP and CAEP, while all the other 3 p-values
show similar performances. As indicated by the 2 tables, using consistency and
generality controls, with 10-fold Cross Validation, CAEEP is able to achieve
a considerably better accuracy than CAEP on clean datasets. However, when
the training datasets have noise added, their discrepancy in accuracy is reduced,
showing that CAEEP and CAEP perform similarly in noisy environments. Since
consistency control is one of the methods to avoid overfitting[12], this result
shows that CAEEP and CAEP do not overfit. We attribute this feature of not
overfitting to the aggregating approach of the classifiers.

3.2 Experiment Two

In this experiment, we systematically compare the noise tolerance of 6 classifiers,
namely JEP, CAEP, CAEEP, C5.0, kNN and NB, by analysing their learning
curves. The main question is that if CAEP and CAEEP do not overfit, what
about the JEP classifier? The JEP classifier attains 100% training accuracy.
Our first conjecture therefore would be that overfitting is prevalent or, JEP is
noise sensitive.
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Table 2. CAEEP and CAEP Classification Accuracy Comparison with 10-fold
Cross Validation

Classifier Clean Attribute Noise Label Noise Mixed Noise

CAEEP 17 12 10 10

CAEP 5 11 11 9

Table 3. p-values of Paired t-tests (2-tailed)

Clean Attribute Noise Label Noise Mixed Noise

0.0215 0.1387 0.9225 0.2539

In order to improve the comparison of performances of classifiers by interpret-
ing their learning curves, we propose the concept of learning ability of a classifier.
For a given dataset, we think a classifier has a good learning ability, if it achieves
a good overall classification accuracy with a smaller size of training dataset. We
also suggest using the area below the learning curve to measure the learning
ability of a classifier. Larger area indicates a better learning ability. As a result,
a classifier whose learning curves are more often above another illustrates better
learning ability. This criterion also provides us an explicit means of comparing
the noise tolerance of classifiers from their learning curves. Classifiers having
better learning abilities with noisy datasets are more noise tolerant.

Experiments are carried out on 22 datasets from the UCI Repository. We
define an accuracy set as the one containing accuracies with different training
dataset size percentages. For any of the 6 classifiers, 22 datasets, we generate 4
accuracy sets, resulting from clean dataset, and those with attribute, label and
mixed noise. Each accuracy set forms a learning curve. Algorithm 1 outlines the
process to calculate one accuracy set (with averaged values). In our implemen-
tation, we set the times of repetition (variable times in the algorithm) to 5, i.e.,
there are actually 5 accuracy sets generated before averaging. Each of them has
the accuracies with training dataset size percentages of 20%, 40%, 60%, 80% and
100%. To obtain the accuracy of any one of the above percentage value, a 10-fold
Generalised Cross Validation[6] is employed (line 5). 10-fold Generalised Cross
Validation is usually applied to assess performance where different percentages
of the training dataset are used. Instead of taking the remaining 9 subsets as
training dataset, we take a certain percentage from them.

Normally, in order to plot one learning curve, 250 (= 5 (repetitions) ×
10 (general cross validataions) × 5 (percentages of training datasets)) clas-
sifications are conducted. This makes our total number of classifications in the
experiments almost 132,000 (= 250 × 6 (classifiers) × 22 (datasets) ×
4 (versions of datasets)). (There are several cases when a classifier on a dataset
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Algorithm 1 Function GetAccuracies

GetAccuracies(dataset D, repeatTimes times)
;; Return the accuracy set A containing the average

;; accuracies with training dataset size percentages

;; of 20%, 40%, 60%, 80% and 100%.

;; Ap refers to the accuracy with training dataset size

;; percentage of p%.

;; Ap,n refers to the accuracy with training dataset

;; size percentage of p% in the nth repetition.

1) n ← 1;
2) while n ≤ times do {
3) p ← 20;
4) while p ≤ 100 do {
5) Ap,n ← 10-foldGeneralisedCrossValidation(D, p);
6) p ← p + 20;
7) };
8) n ← n + 1 ;

9) }
;; Take the average values.

10) p ← 20;
11) while p ≤ 100 do {
12) Ap =

∑times

n=1
Ap,n

times

13) put Ap into set A;

14) p ← p + 20;
15) };
16) return A;

takes a very long time to finish, therefore we perform the 10-fold Generalised
Cross Validation only once.)

Experimental Results. The classification results are used to plot 88 (= 22×4)
figures (Figure 1 to 4 are examples of them on dataset ionosphere), each of them
shows learning curves corresponding to different classifiers, on one particular
dataset, clean or with noise. We then analyse the learning curves to make final
judgement on the noise tolerance of the classifiers.

Generally speaking, the resultant learning curves reinforce the trend of a typ-
ical learning curve. The classification accuracies increase as the percentage of the
original training dataset grows. This increase gradually declines. The learning
curves rise steeply early on, they then tend to reach plateaus, although many
of them in our figures do not. As for noise, it almost always lowers the learning
ability of a classifier. Also, we make the following observations:
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1. Under the noise levels in our experiments, classifiers are more tolerant to
attribute noise than label noise, and classifiers are more robust to label noise
than mixed noise.

2. The greater the number of class labels, the more pronounced the impact of
label noise. This is due to the way we manufacture label noise. Under the
same level of label noise, the more class labels in a dataset, the more likely
class labels are changed.

We record the classifier with the best learning ability in each figure. We
call such a classifier the top classifier. If the top several learning curves in one
figure are so close that their average accuracy difference is smaller than 1%,
then all the corresponding classifiers are regarded as top classifiers. Table 4 lists
the number as top classifiers for each classifier, under different noise conditions.
The performances of the 6 classifiers are finally ranked in Table 5. It shows that
NB has the best performance with noise, kNN ranks last and, with JEP, C5.0,
CAE(E)P ordered in between.

NB has been regarded as inherently noise tolerant due to its collection of
class and conditional probabilities [7]. kNN is the worst under any type of noise
despite its good performance on clean datasets. We conclude that kNN’s feature
of relying on a few closest instances, which may become contaminated, makes it
sensitive to noise.
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CAEP and CAEEP are last with regard to clean datasets and rank in the
middle when considering noise. Table 6 is the result if we only compare the two
from their learning curves. It lists the number of times one classifier outperforms
the other. This result accords well with those obtained in Experiment One.
CAEEP is superior to CAEP before the application of noise, while being similar
following its introduction.

The JEP classifier performs well on clean datasets and surprisingly well on
datasets with all 3 types of noise. Due to its 100% training accuracy, we thought
before the experiments that some JEPs representing noise that never reoccurred
in test datasets would cause overfitting. Its good noise tolerance implies the
opposite. We believe, like CAEP and CAEEP, it is the aggregating approach that
prevents it from overfitting. All the JEPs of one class label contribute collectively
to the final score of this class label. Those JEPs representing noise are usually
small both in quantity and target supports. Their influence within the aggregated
final score is minimised and therefore has little impact on classification accuracy.

4 Related Work

Perfect training accuracy is regarded as a source of overfitting. Overfitting makes
a classifier sensitive to noise. The essence of all the overfitting avoidance algo-
rithms is to avoid achieving perfect training accuracy. Overfitting avoidance has

Table 4. Number of Times as Top Classifier

JEP CAEP CAEEP C5.0 NB kNN

clean 7 4 4 10 7 7

Attribute Noise 10 4 8 4 7 1

Label Noise 7 3 3 8 7 1

Mixed Noise 7 7 3 3 15 0

Total 31 18 18 25 36 9

Table 5. Ranks of Classifiers

Clean Attribute Noise Label Noise Mixed Noise Noise
Overall

1 C5.0 JEP C5.0 NB NB

2 JEP,NB,kNN CAEEP JEP,NB JEP,CAEP JEP

3 - NB - - C5.0

4 - CAEP,C5.0 CAEP,CAEEP CAEEP,C5.0 CAEP,CAEEP

5 CAEP, CAEEP - - - -

6 - kNN kNN kNN kNN
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been achieved by stopping the induction earlier according to some criteria. An-
other strategy is to tolerate the overfitting in the induction phase, but later
dealing with it by reducing the complexity of the induction results. Overfitting
avoidance can also be accomplished by relaxing the consistency requirement un-
til prediction time. The Disjunctive Version Space (DiVS) approach [12] is an
example. In the DiVS approach, induction is achieved by building DiVS in which
all consistent hypotheses covering at least one training instance are represented.
The prediction is performed while allowing us to control the degrees of consis-
tency and generality. We apply this idea of consistency and generality controls in
our first experiment. The difference is that we use them in the induction phase.

Contrary to the previous belief, our experiments show that the JEP classifier,
despite its 100% training accuracy, is not overfitting. All the EP-based classifiers
demonstrate no sign of overfitting, we attribute this to the aggregating approach
employed in them.

Note the aggregating approach in EP-based classifiers is different from that in
bagging and boosting. In EP-based classifiers, each EP is too weak to be taken as
a classifier. An individual EP is usually sharp in telling the class of only a small
fraction, e.g. 3%, of instances [4]. In bagging and boosting, multiple classifiers
are generated and then aggregated into a single classifier by voting. Also, there
is still controversy on the effect of bagging and boosting on overfitting.

Both EP-based classifiers and association-based classifiers, such as CBA [10],
use composite tests on itemsets as classification rules. However, they are different
in which itemsets are used and how they are used for classification.

5 Conclusion

Based on the two experiments, we conclude that EP-based classifiers on the
whole do not overfit. We believe the aggregating approach implicit in EP-based
classifiers is the primary reason. A perfect training accuracy is generally re-
garded by researchers as the source of overfitting for a classifier, and thus should
be avoided. In this paper, we challenge this view by concluding that perfect
training accuracy, even as high as 100%, does not necessarily lead to overfitting
of a classifier as long as there exists a suitable mechanism, such as an aggregating
approach, to counterbalance any propensity to overfit.

Table 6. CAEEP and CAEP Classification Accuracy Comparison with 5 Rep-
etitions of Generalised 10-fold Cross Validation

Classifier Clean Attribute Noise Label Noise Mixed Noise

CAEEP 13 10 10 9

CAEP 4 6 11 9
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Abstract. By employing some modalities as bases for modeling business
processes, the present paper shows that a conventional way of analyzing
Petri nets also turns out to be a method for specifying the novelty of busi-
ness processes. This novelty is translated into terms of modal logics. Most
conventional methods for modeling business processes represent “struc-
tures” of their processes, which do not show directly their “novelty.” The
proposed method, on the other hand, enables us to specify their novelty.
From the viewpoint of alethic, deontic and temporal modalities, busi-
ness processes are modeled by interactions among three layers, i.e., top,
main and base layers. The possible actions and states represented by
using Petri nets in the main layer are controlled by designers’ intentions
represented in the top layer, and by what we call social causalities repre-
sented in the base layer. It is well known that a conventional method for
checking the reachabilities of Petri nets results in a coverability tree of
the net. We show that the coverability tree of the net in the main layer
can be interpreted as a transition tree of possible worlds in terms of the
modal logic, and that the type of tree specifies some kind of novelty of
a business process.

Keywords: Modal Logic, Petri Nets, Business Process Model, Novelty,
Modality

1 Introduction

The ban on obtaining patents for business processes has been removed [1]. Su-
perficially, some of these processes seem to be trivial (not novel). In other words,
some conventional business processes may now be monopolized. Most conven-
tional tools for modeling business processes [2, 3] represent “structures” of their
processes, which do not directly show their “novelty”. In order to specify the
novelty of a business process, we have to analyze its patent claim, which details
the novelty in various ways. The present paper proposes a method for modeling

T.D. Gedeon and L.C.C. Fung (Eds.): AI 2003, LNAI 2903, pp. 821–832, 2003.
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business processes based on several modalities, which enables us to specify their
novelty in a uniform manner, i.e., in terms of the modal logic.

In section 2 of this paper, we propose a method for modeling business pro-
cesses that represents the process of business models and relevant social con-
straints by the use of interactions among three layers, i.e., top, main and base
layers. By focusing on the modalities of processes and states of actors in business
models, the contents of those three layers are strictly defined. In the top layer,
deontic and temporal logic formulae represent designers’ intentions. In the main
layer, Petri nets represent possible actions and states of actors in a business
process. In the base layer, what we call social causalities are represented. The
three layers are closely related with each other, and the interactions among the
layers show the relationship between a business model and its surroundings.

In section 3, the proposed model is applied to a method for specifying the
novelty of a business model. The method is based on a conventional way of
checking the reachability of Petri nets.

2 A Model for Representing Business Processes

2.1 Modalities in Business Processes

We discuss several modalities in business processes and their surroundings, e.g.,
technologies, cultures, social criteria and so on.

A Viewpoint of Alethic Modality (�: necessity v.s. �: possibility) Con-
sidering possibility and necessity on business processes, actors (seller, buyer, bro-
ker, distributor and so on) are to act to satisfy their own desires [8], and there
are several possibilities for their actions. However, from the viewpoint of the
designer of a business model, it is necessary to restrict actors’ choices in order
to organize the whole business process. Actors cannot widely deviate from a de-
signed sequence of processes. Generally, necessity is either teleological or causal.
This kind of restriction can be interpreted as the result of teleological necessities.

Actors are also restricted by causalities that we call social causalities. Their
actions cause certain results governed by social constraints, e.g., legal restraints,
contracts, ethical restraints and so on. For example, after a buyer notifies his/her
decision to purchase to a seller, the only party who reserves the right to cancel
it is the buyer. This type of constraint can be interpreted as causal necessities.

A Viewpoint of Deontic Modality (�: obligation v.s. �: permission)
There are several types of business processes in which actors take actions gov-
erned by the designers’ intentions. That is, several restrictions fixed by designers
from the viewpoint of teleological necessities turn out to be obligations for ac-
tors. On the other hand, possible alternatives of actions for actors are interpreted
as designers’ permission. For example, if a buyer wants to buy something, it is
obliged to follow the purchase process designed by the designer, but as long as
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Table 1. Relations between Modalities and Contents to be Represented

Alethic Teleological contents Deontic Temporal
modality -Causal modality modality

Top layer Necessity Teleological intention Obligation ©
Main layer Possibility Free process Permission ©
Base layer Necessity Causal social causality n.a. ×

he/she follows the obligations, he/she is permitted to buy anything anytime. In
this paper, we use two symbols O(= �) and P(= �) to denote deontic modes.

Table 1 shows the relation between alethic and deontic modalities, and what
we use to represent those modes.

A Viewpoint of Temporal Modality (�: F v.s. �: G) When designing
business processes, it is essential to consider temporal modalities. In the case
where business processes are called “business flows,” fragmentary processes are
linked to form a chain. This is the most rigid case from the viewpoint of temporal
modalities. Even if the temporal constraints are set up as loosely as possible, the
process will be at most quasi-ordered. Actions (operations), their pre-state and
post-state are also temporally ordered in nature. Therefore, in business processes,
temporal modalities have to be taken into account when designers’ intentions,
actions and state transitions are represented, as shown by open circles in Table 1.

Sometimes, causalities are also discussed with the notion of temporal order. It
has been said that “it is obvious that each causal relation involves a time sequence
in nature” [9]. However, several problems arise when setting the temporal order
as the reason for distinction between “cause” and “result.” For example, even
though an event A causes event B, A might continue longer than B. In this case,
we cannot say that A precedes B. Of course, if A did not exist in this world,
neither would B, but this fact is irrelevant to the temporal order [10]. Therefore,
as indicated by a symbol “×” in Table 1, social causalities do not always involve
temporal modalities.

Employing an axiom system “KT ,” the following modal operators (T , G, F ,
U) are introduced:

T A : A will be true at the next moment,
GA : A will be true forever, i.e., at any future time point,
FA : A will be true at some time in the future,

AUB : B is true at the current moment or A will be true at all times until
the first moment when B will be the case,

where A, B denote atomic formulae.
Regarding state transitions in the future, there are two aspects, i.e.,b (branch-

ing) and l (linear), thus the modes G, F are more precisely defined as [6]:
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GbA : A will be necessarily persistent in the future,
GlA : A will be possibly persistent in the future,
FbA : A will be possibly the case in the future,
FlA : A will be necessarily the case in the future,

as shown in Figure 1. In the figure, each circle denotes a state, each arc denotes
a state transition, and the letter A means that A is true in that state.

2.2 Three-Layered Model for Representing Business Processes

Based on the discussions of alethic, deontic and temporal modalities in business
processes, we propose three layers (i.e., main, top and base layers) to represent
a business process and its surroundings.

Main Layer In the main layer, actors’ possible actions and their pre-state and
post-state are represented by Petri nets. Since many actors are involved in a busi-
ness model, their actions and state transitions are concurrent and distributed.

A set of local states represents the conditions of an event. Events occur either
by actions or by causalities when their conditions are satisfied. Each condition
has a binary value, i.e., true or false. Employing Petri nets, each local state and
event are represented by a place and a transition, respectively. Therefore, the
Petri nets we use are 1-bounded, i.e., the upper limit of the number of tokens
in each place is 1. When a token is in a place, the business process is in the
state denoted by the place. Each arc from a place to a transition means that
the place denotes one of the necessary conditions of an event denoted by the
transition. Firing of a transition means the occurrence of an event, while
each arc from a transition to a specific placemeans that firing the transition
alters the local state into what the place denotes. Markings of Petri nets show
the state of a business process as a whole.

When it is possible for multiple transitions to fire, Petri nets permits any
of the transitions to fire. In other words, it is possible to take any of the actions
denoted by the transitions.

A

A
A A

A
A
A
A
A
A

A

A

A
A

A

A
A

A
GbA FlA

A

FbA

A

A A A

GlA

Fig. 1. World Transition Trees
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Table 2. The Claim of US Patent 5,794,207

0. inputting into the computer a conditional purchase offer which includes an offer
price

1. inputting into the computer a payment identifier specifying a credit card account,
the payment identifier being associated with the conditional purchase offer

2. outputting the conditional purchase offer to the plurality of sellers after receiving
the payment identifier

3. inputting into the computer an acceptance from a seller, the acceptance being
responsive to the conditional purchase offer

4. providing a payment to the seller by using the payment identifier

Top Layer In the top layer, designers’ requests are represented by combinations
of temporal and deontic logic formulae. For example,

OFA · · · it is obligatory that A will be true in the future
PGA · · · it is permitted that A is always true in the future

O(AUB) · · · A must always be true before B can be true

We have confirmed that each combination of temporal and deontic operators can
be translated into extended Petri nets that we call “task unit graphs” [11]. By
translating logic formulae into Petri nets, the top layer and the main layer can
be connected in a natural manner.

“Business model patent claim” is a kind of design specification of business
processes, which represents designers’ intentions. Table 2 shows an example of
patent claim (A portion of US Patent 5,794,207 [12]). Designers’ (inventors’)
intentions are implied by means of a sequence of processes, which can be repre-
sented by modal logic formulae and then translated into extended Petri nets in
the top layer.

Base Layer In the base layer, what we call social causalities are repre-
sented. When a certain action is taken in a business process, the corresponding
transition fires in the main layer, which affects the surrounding of the business
process. As a result, governed by social causalities, some actions become enabled
or disabled. Social causalities are governed by legal, physical, political, cultural,
or technical restrictions and so on.

Social causalities are represented by networks, as shown in Fig. 2. In the
figure, an event “buyer received response” enables “the buyer cancels it” or
“his/her deputy cancels it” and disables “other people cancels it,” governed by
contracts.

2.3 Interactions between layers

Figure 3 shows an overview of the main, top and base layers and the inter-
actions between layers. These interactions represent relations between business
processes, designers’ intentions and social causalities.
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contract
contract

contract

deputy
cancels (it)

other
cancels (it)

buyer
cancels (it)

buyer
receive (response)

Fig. 2. An Example of Social Causality

Top layer (Designer’s intention )

Main layer ( Actor’s process )

Base layer ( Causal relationship )

Control

Effect

Regulation

Effect

Fig. 3. Overview of Three-Layered Model

Main and Top Layers Actors involved in a business model are permitted to
take actions, but the designers’ intentions (patent claims) limit the alternatives
of these actions. In the three-layered model, the main layer notifies the current
state to the top layer, and the top layer forbids or forces certain transitions
to fire in the main layer according to the current state.

Main and Base Layers Some local states denoted by places in the main layer
are unified with some “cause events” in the base layer. When the place receives
a token in the main layer, social causalities derive “result events” in the base
layer. Each “result event” enables and/or disables certain transitions to fire
in the main layer.

3 A Method for Specifying Novelty of Patent Claim

In this section, an example of business model patent (US Patent 5,794,207) is
represented by the three-layered model, and analyzed for its novelty by compar-
ing it with a conventional “reverse-auction business model.”
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Fig. 4. The Structure of Reverse-Auction Business Process [12]

3.1 Representing Patent Claim by Three-Layered Model

Conventional Reverse-Auction Generally, an auction means that buyers
propose the prices of an article presented by a seller, but the reverse-auction
requires presentation of an article that a buyer wants in the first place, then
sellers propose the prices.

Figure 4 shows the static structure of an internet auction [12], which is com-
mon to normal and reverse-auction except for exchanging the “seller” and the
“buyer”. From this structure, possible actions and local states can be derived,
which are encoded into Petri nets and represented in the main layer.

An Example of Patent Reverse-Auction The main part of the patent
claim, shown in table 2, is a sequence of processes. The temporal order of these
processes is represented by modal logic formulae, then translated into extended
Petri nets.

Figure 5 shows the “patent reverse-auction process” represented by the three-
layered model. The upper part of the figure shows a modal logic formula repre-
sented by extended Petri nets1. The middle part of the figure shows that this
business model involves a buyer, a broker, sellers and credit cards, while the
lower part of the figure shows some social causal relations.

Note that the top layer (designer’s intention) forces the transition
“notice proof” (the buyer notifies a payment identifier to the broker) to fire
just after the transition “offer” (the buyer offers purchase) fires. When compar-
ing with the normal reverse-auction processes represented by the three-layered
model, the difference between normal and patent processes comes to light.

3.2 Analyzing Reachability to Goal State

Analyzing the Petri nets represented in the main layer enables us to examine the
novelty of the business process. In this section, we focus on the process from the
1 There are more temporal constraints that are derived from the patent claim, but

they are omitted in the figure.
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action “purchase offer” to the goal state “paid.” Figure 6 shows Petri nets
extracted from the main layer of the normal process model, and Fig. 7 shows
the counterpart of the patent process model.

Generally, once the buyer notifies the broker of acceptance of purchase, eth-
ical restraints inhibit the buyer from canceling. In Figs. 6 and 7, the arc from
the place “accepted response” to the transition “cancel acceptance” exists
because the patent claim does not explicitly forbid it. The special arc from the
base layer to a blank place represents the ethical restraints.

Assuming a world where ethical restraints have no power, let us compare the
reachabilities between Figs. 6 and 7. For the initial marking, both Petri nets
have a token in the place “non offered”, and no other places have tokens. The
goal state is “made transfer,” which denotes the resultant state of payments.

It is well known that a conventional way for checking the reachabilities of
a Petri nets results in a coverability tree of the nets. Figure 8 (a) shows coverabil-
ity trees of the normal process, and (b) shows that of the patent process, with
the sequences of actors’ actions shown from left to right. The branches represent
alternative actions. Each broken line from right to left denotes state regressions.
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Comparing Fig. 8 (a) with (b) clarifies the novelty of the patent process.
After accepting a purchase (denoted by the label “accept” in the figure), the
buyer has a chance to cancel it (denoted by the label “cancel”) in Fig. 8 (a),
and the state regresses to an almost initial state.

On the other hand, Fig. 7 shows that the designer’s intention represented
in the top layer enforces the transition “notice” to fire just after firing the
transition “offer.” Consequently, the coverability tree shown in Fig. 8 (b) is
confined to the area circled by a thick line. Within that area, after accepting
a purchase, there are only two possible alternative actions: the buyer pays or the
seller cancels it. In other words, the structure of the business process implicitly
prevents “canceling after an acceptance by buyer” without support from ethical
constraints.

3.3 Temporal Mode of State

A coverability tree shows all the possible state (marking) transitions, and all
the possible world (in terms of modal logics) transitions can be represented by
a tree as shown in Fig. 1. Each marking of Petri nets corresponds to a possible
world of modal logics. Therefore, we can interpret coverability trees as world-
transition trees.

The novelty implied by the structure of a business process is formulated into
the structure of a coverability tree, which is then translated into temporal mode
Fl shown in Fig. 1.
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“Canceling after acceptance” is ethically inhibited, although sometimes buy-
ers do so for fun or offer to purchase just for fun. In this case, sellers go to a lot
of trouble for nothing, and brokers lose their attraction for sellers and ethical
buyers. On the other hand, the patent process guarantees that sellers can get
their money. The novelty of the patent process can be explained that way in
natural language, but in terms of modal logics, the novelty can be explained in
more formal manners, e.g., “FlA is true” where A denotes a goal state.

4 Discussions

4.1 Supporting Design Process of Business Model

The three-layered model represents the relation between business processes and
their surroundings, and a conventional method for checking the reachability of
Petri nets clarifies temporal modes of a certain state. Therefore, by modeling
a business process with the use of three-layered model, we can check “what will
happen if we change the flow of an existing business process” by altering the
content of the top layer. Furthermore, we can check “what will happen if social
common sense shifts” by altering the content of the base layer. There may also
be more ways to support designers (inventors) of business processes.

4.2 Implementation and Limitation of the Proposed Model

The proposed method consists of an “extended Petri nets simulator (EPNS),”
a “causal chain generator (CCG)” and their mediator.

The EPNS was implemented by modifying a common algorithm for gener-
ating coverability trees of Petri nets. The variation of “marking” of a normal
1-bounded Petri nets is at most 2n, where n denotes the number of places in
the net. Forbiddance and enforcement by the main and the base layers can be
either implemented as limitations of possible transitions from specific markings
to others. Consequently, for the Petri nets in the main layer, the number of
its marking, that is the number of nodes on its coverability tree, is finite (less
than 2n). The CCG was implemented [14] based on CMS (Clause Management
System).

When the “degree” of states (e.g., amount of stockpile, circulating rate of
goods, etc.) plays a significant role in a business process, some difficulties arise
in modeling it when the proposed method is used. To represent such a degree
or quantity of states by schemes for discrete events, e.g., Petri nets, the states
have to be divided into some “value fixed sub-states,” which in turn explode the
size of Petri nets. Removing the ban on the capacity of each place, on the other
hand, seems to be one way to reduce the size of the net, but the coverability
tree does not show how many tokens are in each place; i.e., each node of the
tree shows only whether each place has tokens or not. Therefore, the “degree”
of states, i.e., the number of tokens, cannot be taken into account.
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5 Conclusions

In this paper, focusing on modalities of actions and states involved in business
processes, we proposed a three-layered model for representing business processes
and their surroundings.

Designers (inventors) implement their ideas into a sequence of processes,
which is represented by the combination of temporal and deontic logic formulae.
The static structure of a business process is broken down to possible actions and
their pre-states and post-states, which are represented by Petri nets, and the
arbitrality of transition firings corresponds to the possibility of actions permitted
by designers. The temporal order of state transition is represented by a firing
sequence, and the temporal modes of each local state can be analyzed with the
reachability of the net.

In this paper, we only showed that FlA exists in the case of representing
novelties, but there may be other temporal characteristics of novelty. For exam-
ple, when GbA is the case, anytime actors are guaranteed to take an action, in
which the only necessary condition is A. We are now investigating some other
novelties that can be represented by temporal modes.
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Abstract.  Negotiation between two trading agents is a two-stage process.  First,
the agents exchange offers whilst acquiring and exchanging information.
Second, they attempt to reach a mutually satisfactory agreement in the light of
that information.  This process aims to reach informed decisions in eMarket
bargaining by integrating the exchange of offers and the acquisition and
exchange of information drawn from the environment.  Negotiation proceeds by
a loose alternating offers protocol that is intended to converge when the agents
believe that they are fully informed.  The eNegotiation framework is a prototype
for developing agents that exploit an information-rich environment in one-to-
one negotiation.  This work is part of a program that is investigating deeper
issues of market evolution and business network development in an immersive,
virtual worlds eMarket environment.

1. Introduction

The economic (game theoretic) and multiagent interest in negotiation became fused in
“Agent Mediated Electronic Commerce” which has attracted increasing attention since
the mid-1990s.  Much of this work has studied economically rational strategies and
mechanisms in an eMarket context; for example, the use of auction mechanisms for
multi-unit and multi-attribute trade [1].  From an artificial intelligence perspective
humans do not always strive to be utility optimisers.  Sometimes they do so, for
example, traders taking short-term positions in exchanges act to make short-term
profits.  And sometimes they do not, for example when buying a house or an
automobile an intelligent human may have intelligent, justifiable but completely
irrational motives.  The study of negotiation between artificially intelligent agents
should not be bound by economic rationality; see also [2].

Here, two agents reach a mutually beneficial agreement on a set of issues
because they have chosen to become well informed.  The aim is to reach well-
informed decisions rather than economically rational decisions.  “Good negotiators,
therefore, undertake integrated processes of knowledge acquisition combining sources
of knowledge obtained at and away from the negotiation table.  They learn in order to
plan and plan in order to learn” [3].  The work described here attempts to encapsulate
this intimate link between the negotiation itself and the knowledge generated both by
and because of it.  During a negotiation, an agent may actively acquire information
that it may, or may not, choose to place on the negotiation table.  Information is a
strategic weapon in competitive interaction [4].

The eNegotiation framework is a prototype for developing negotiation agents
that exploit an information-rich environment in one-to-one negotiation.  The
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negotiation agents are responsible for conducting the negotiation on behalf of
another.  They are purely self-interested agents.  Eventually, the negotiation
architecture will consist of two further generic agent types: mediation agents and
observer agents.  Mediation agents are impartial observers of negotiations and
develop expertise in how to lead multi-attribute negotiations to a successful
conclusion [5].  Observer agents analyse unsuccessful negotiations.  A failed
negotiation is a missed business opportunity and so may be a clue to the discovery of
an innovative, evolutionary way of doing business.

The eNegotiation framework is being built by members of the eMarkets research
group in the Faculty of IT at UTS in Sydney: http://research.it.uts.edu.au/emarkets/
where the project is named the “Curious Negotiator” [6].  Minghui Li, a PhD student
in the group is building the eNegotiation framework.  To date a version has been
roughed up in Java.  Woralak Kongdenfha, another PhD student is developing
negotiation strategies for the framework.  Bots that access the World Wide Web have
been designed and built by Dr Debbie Zhang, a Senior Researcher in the group.  A
fully integrated demonstrable version of the framework will be operational in July
when it will be trialed on an exemplar application described below and made publicly
available.  Plans are to then re-engineer the framework using the Australian Jack agent
building-environment and to apply it to a variety of richer negotiation situations.

The following exemplar application will be used in initial trials of the
framework.  An agent has owned a digital camera for three years and wants to upgrade
to a better model.  This agent has set some money aside, and has a pretty good idea
of the features that she wants in her next digital camera.  She is in no hurry to buy.
She has let it be known that she will consider buying a second-hand camera as long
as it is in as-new condition.  On receiving an opening offer from a seller to buy a
camera she then negotiates with that seller—hopefully leading to a mutually
satisfactory deal.  This problem is simple in that the actual negotiation is single-
attribute—namely the price of the camera.  It involves an assessment of the extent to
which the camera offered is suited to her requirements—this involves multi-attribute
reasoning.  It also involves an assessment of the market value of the camera.  Both of
these two issues are resolved by reference to information on the World-Wide-Web that
is accessed by information gathering bots.  The negotiation uses a “loose” alternating
offers protocol in which each agent may make an offer at any time but is under no
contractual obligation until a deal is made [7].  During a negotiation the agent is
expected to be able to feed information to its opponent such as “that model does not
have the features that I am looking for” and “your price is higher than I could buy it
for on the Web”.  This exemplar application has been chosen to enable us to make the
whole negotiation apparatus work in a satisfactory way on a moderately simple
problem.  Future plans are to use the augmented negotiation framework in the
group’s two long-term projects that are in eMarket evolution and in the development
of business networks in an eMarket environment.

Game theoretic analyses of bargaining are founded on the notion of agents as
utility optimisers in the presence of complete and incomplete information about their
opponents [8].  To deal with incomplete information, agents are typically assumed to
know the probability distribution of that which is not known completely [9].
Likewise, game theoretic analyses of auction mechanisms in markets are typically
base on assumptions concerning the probability distributions of the utilities of the
agents in both the private and public value cases [10].  Further, game theoretic
analyses of exchanges focus on price formation, strategies and mechanisms for agents
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with complete and incomplete information.  Game theory tells us what to do, and
what outcome to expect, in many well-known negotiation situations, but these
strategies and expectations are derived from assumptions.  For example, in auction
theory, the most restrictive of these are that the players are utility opimisers with
SIPV (symmetric, independent, private valuations) [10].

Impressive though the achievements in game theory are, the significance of that
work in describing how humans negotiate—and so too how artificially intelligent
systems should negotiate—is questionable.  When confronted with the SIPV formula
for an optimal bid in a first-price sealed-bid auction a colleague once remarked:
“Look, I may simply want to buy it”.  The sense in this remark is that utility
optimisation is not always the motivation for a negotiation.

The work here is based on the notion that when an intelligent agent buys a hat,
a car, a house or a company she does so because she feels comfortable with the
general terms of the deal.  This “feeling of comfort” is achieved as a result of
information acquisition and validation.  This information includes both that which
the agent is given and information that which the agent chooses to acquire.  Here
negotiation is as much of an information exchange process as it is an offer exchange
process.  The exchange of information is equally as important as the exchange of
offers—one feeds off the other.  In so far as game theory aims to reach a rational
solution, the aim here is to reach an informed solution.

2. Managing an Information-Rich Environment

The form of negotiation considered is between two agents in an information-rich
environment.  That is, the agents have access to general information that may be of
use to them.  They also exchange information as part of the negotiation process.  The
two agents are called “me” and my opponent ω .  The environment here is the
Internet, in particular the World Wide Web, from which information is extracted on
demand using special purpose ‘bots’.  So my agent, “me”, may receive information
either from ω or from one of these bots.  In a ‘real life’ negotiation, the sort of
information that is tabled during a negotiation includes statements such as “this is
the last bottle available”, “you won’t get a better price than this”, and so on.  To
avoid the issue of natural language understanding, and other more general semantic
issues, the interface between each of the negotiating agents and these information
sources is represented using the language of first-order, typed predicate logic, and a
set of pre-agreed, pre-specified predicates.  All information passed to “me” is
expressed in this way.

As well as being unambiguous, the use of first-order typed predicate logic has
the advantage of admitting metrics that describe, for example, how “close” two
statements are.  These metrics are useful in enabling the agent to manage the
information extracted from the environment in a strategic way.  The terms predicate,
term, function, variable and constant are used in their well-accepted sense.  In typed
logic a term, constant or variable appearing as part of a proposition belongs to a
certain domain determined by the argument in which it occurs in the predicate of that
proposition.  If functions can be avoided then these metrics are simpler.  Functions
are not used in this discussion, although their inclusion does not introduce any
technical problems beyond making the Herbrand universe unbounded.  The notation:
<variable>/<term> denotes the substitution in which the named variable, the subject,
is replaced by the term wherever that variable occurs in an expression.
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Using the usual notation and terminology for Horn clauses, given a set of
facts—ie: unit clauses with just one positive predicate—the following defines a
partial ordering of those facts:

P(x) ≥s P(y) if there exists set of substitutions J whose subjects are variables in
x such that:  y = x / J

where x and y are complete sets of arguments of P.  If this holds then P(x) subsumes
P(y).  This ordering between two literals captures the notion of one being more
general than the other.

Given two positive propositions, p1 and p2, both of which have the same
predicate symbol, then the unification of those two propositions is denoted by
p1 ∩  p2, and the anti-unification—using the terminology of Reynolds—by
p1 ∪  p2.  [The anti-unification of two positive literals is the unique literal that
subsumes both of them and of all such literals is minimal with respect to the partial
order ≥s.]

Suppose that G is a finite set of ground literals that is closed with respect to
unification and anti-unification.  G is a non-modular lattice where unification and
anti-unification are the meet and join respectively.  Given a literal c, the function
λG : {the set of all literals} →  {the positive integers} is defined as λG(c) = the
number of literals in G with which c is resolvable.  λG(c)  is a measure of the
“generality” of c with respect to unification over G.  It is a measure of how “general”
c is over G.  Given an isotone valuation v on the vertices of G, the function:
δ1(c1, c2)  =  v[ c1 ] – v[ c2 ]
is a measure of how much “more general” c1 is compared with c2.  Further
δ2(c1, c2)  =  v[ c1 ∪ c2 ] – v[ c1 ∩ c2 ]
is a measure of the “distance” between c1 and c2.  There is a problem with δ2 when
the meaning of the partial ordering is such that: if c1 ≤ c2 then knowing c2 means
that knowing c1 brings no new information—this is the case with the partial ordering
≥s.  In this case the function:
δ3(c1, c2)  =  v[ c1 ∪ c2 ] – v[ c2 ]
is a measure of how much more “novel” c1 is compared with c2.  [Another
possibility is v[ c1 ] – v[ c1 ∩ c2 ] but that is not so useful when the intersection is
likely to be empty—ie: at the “bottom” of the lattice—if c1 ≤ c2 then δ3(c1, c2) = 0.

Suppose that J is any subset of G, given a literal c, then:
δi(c, J) =  min

s∈J   δi(c, s) for i = 1, 2, 3.

are generalisations of the measures between two vertices to measures between a vertex
and a set of vertices.  Suppose that S is the set of literals that agent “me” knows, let
H be set of all possible literals obtained by instantiating the predicates in {c} ∪ S
over the Herbrand universe for {c} ∪ S, then the above two measures are:
δ1(c, S) =  min

s∈S  [ λH[ c ] – λH[ s ] ]

δ2(c, S) =  min
s∈S  [ λH[ c ∪ s ] – λH[ c ∩ s ] ]

δ3(c, S) =  min
s∈S  [ λH[ c ∪ s ] – λH[ s ] ]

If there are functions present then the Herbrand universe will be non-finite.  In this
case H may be defined as the set of such instantiations up to a certain chosen function
nesting depth.  As long as that chosen nesting depth is greater than that occurring in
the literals in {c} ∪ S the resulting measures are generally useful.
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This leads to a general approach to managing information in negotiation:
• develop a predicate logic representation
• introduce a partial ordering on that representation that captures the meaning of

“generalisation” in a way that is relevant to the application
• define lattice meet and join operations
• define an isotone valuation on the lattice that is consistent with the ordering—this

valuation need not necessarily treat each argument (domain) in the same way (as
in the example above)—it may be useful to introduce weights that give some
arguments more significance than others.

and then apply the ideas above.  The introduction of two additional measures, of
“cost” of acquiring the information and of “belief” in its validity, complete the
machinery required to manage the acquisition and maintenance of an information base
in a strategic way.

To illustrate this, in the exemplar system one job that the information bots do
is to find the cheapest camera that has a certain set of features.  This is achieved by
scraping the sites of various information providers {Pi}.  My agent knows what sites
are available to it.  To my agent, the bot that scrapes site Pj is represented as:
Cheapest( Pj:{Pi}, f1:F1,..., fn:Fn; c:C, p:$ ) [1]
where fi is the i’th feature (such as, whether the camera has an on-board, electronic
flash), Fi is the domain (ie: all possible values) for each of these features, c is the
cheapest camera with those features (according to source Pj), and p is its price
(according to source Pj).  The “;” separates the “inputs” from the “outputs”.  It is
assumed that each domain Fi contains the features dci meaning “I don’t care what fi
is”.  So to my agent the bots appear as a set of as yet uninstantiated literals.  If my
agent chooses to activate the j’th bot then it does so by setting the Pj and all of the fi
to particular values and the result of the scraping exercise is then, for example:
Cheapest( P2, “no flash”,..., dcn; Kodak123, $54 )
meaning that “according to site P2 the Kodak123 camera is the cheapest camera
available with the set of features specified and it costs $54”.  In so far as that
information is valid, it can only be assumed to be valid at the time that bot is
activated.  Here it is assumed that information is valid for the period of the
negotiation.  There is also the matter of how reliable the information is—with what
degree of belief should the agent believe it to be true?  This is achieved by attaching a
certainty factor to each retrieved tuple that is based solely on an assessment of the
general reliability of the information provider Pj.

The “don’t care” value, dc, may be a value for any or all of the {fi}.  [Sites vary
in their accuracy and completeness—some do not contain information for every such
combination.]  At some time after activation a bot, information will be received by
my agent also in form [1] but with the “output” values (ie: values for cx and px)
specified.  This completes the first step—the predicate logic representation.  Introduce
the partial order defined by the values of the first (n+1) arguments only.  If the first
(n+1) arguments of expressions e1 and e2 are the same except that e1 contains dc
values where e2 does not then e1 ≥D e2.  ≥D is the partial ordering.  If e1 and e2 can
be “unified” by setting dc input values in one expression to the corresponding value
in the other then define e1 ∩ e2 to be the expression with that “unified” set of input
values, [output values remaining undefined as they play no part in this ordering],
otherwise e1 ∩ e2 is the empty expression.  In defining this ordering the constant dc
is treated rather like a logic variable in conventional unification, but it is a logical
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constant.  The expression e1 ∪ e2 is defined similarly—ie: to reflect the sense of
“generality” in the “Cheapest” predicate.  Let S be the set of ground literals that the
agent believes to be true, then define H as above by treating dc as a “variable”, and
λH as above.

After all of this the measures of “how general” statements are [11], and how
“close” statements are, may be used to strategically gather information.  In the
exemplar system this amounts to managing the “information lattice” in a fairly
common sense manner.  It enables the agent to explore “nearby” alternatives, and to
obtain a “more general feeling” for price.  More importantly, it has been shown that
this approach may be used for first-order resolution logic—it is proposed that this
approach may be applied to any application that can be expressed in first-order logic,
including those of greater complexity, to strategically manage the acquisition of
information.  This approach relies on the hand crafting of the lattice structure and the
lattice ordering for each predicate involved.

3. Accepting an Offer

A mechanism decides whether to accept an offer or to cease the negotiation—neither
of these may occur in which case either one of these two agents has to “think again”.
This mechanism is the first step towards automatic negotiation in which agents aim
to reach comfortable agreements through managing both the exchange of offers and
requests for information in an integrated way.  The goal here is to design something
that works.  The solution described does work, but is not claimed to be the best, or
even a particularly good, way representing “comfort”.  The following section embeds
this mechanism into a negotiation framework.

Suppose that a negotiation between two agents, my opponent ω and me, stands
alone—that it is not part of a related sequence of negotiations.  Each agent aims to
reach an agreement on a deal.  A deal Δ is a commitment for me to do something, τ
(my “terms”), subject to the other agent agreeing to do something, υ, Δ = ( τ, υ ).
Suppose my negotiation with ω is conducted in the light of information, ι, (ie: ι is
the information available to me, but not necessarily to ω) then:
Acc( ω, τ, υ, ι )
is a proposition in which the predicate “Acc”  means “taking account of information
ι, if I agree to do τ, subject to ω agreeing to do υ, then I will feel comfortable with
the deal”.  This raises the two questions of defining what it means to say that I feel
comfortable with a deal, and determining the point in time at which that
determination should be made.  It makes acceptable sense to the author to state
“looking back on it, I made the right decision at the time”—those two questions are
not addressed further here.  The information, ι, consists of any information tabled by
either party as part of the negotiation process, and any information extracted by me
from the environment as described in the previous section.  The commitments, τ and
υ , may be quite complex and may include staggered payments or related
“sweeteners”—in general they will contain multiple attributes [12].  A deal is
normally associated with a time, or time frame, when the respective commitments of
the two agents are to be performed.  In addition, the “Acc” predicate could contain an
assessment of the guarantees, assurances, escrow services and “after sales service”,
γ—but this has been omitted for simplicity.  In addition to the Acc predicate, a
“Cea” predicate aims to detect when a negotiation should cease—possibly because it
appears to be a “waste of time”.  The Cea predicate is not described here.
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A probability is attached to the “Acc”
proposition so that it may be used as the basis for
making a decision on whether or not to accept the
terms τ.  This probability aims to represent the
likelihood that the proposition will turn out to be
true in due course—see the comment above
concerning the point in time at which “I may feel
comfortable”.  A fuzzy set is introduced to define
“Accept” to some level of confidence χ .  Its
membership function μ A : [0, 1] →  [0, 1] is
monotonic increasing.  μ A  is applied to
P( Acc( ω, τ, υ, ι ) ).  This function is a matter for each agent to specify, and in
general may be a function of the terms, τ, and maybe υ, and so there is no claim that
this work is leading to context-independent super-negotiator.  See Fig. 1 for an
example of a piece-wise linear fuzzy membership function μA.  The μA function just
scales the values—it accepts offers when P(Acc) ≥ μA-1(χ).  It is included so that the
framework will support experiments with cooperative agents seeking to reach a
compromise deal with equivalent certainty—the μA function enables agents to have
different “types” analogous to Kasbah’s “anxious”, “cool-headed”, and “frugal” [13].
The value χmin is the greatest value of confidence χ for which both:
P( Acc( ω, τ, υ, ι ) )  ∈  Accept, and
P( Cea( ω, τ, υ, ι ) )  ∈  Cease
are true.  χmin is the confidence value at which the agent will be equally disposed to
accept the offer and to cease negotiation—values of χ at or below χmin are of no
interest here.  The level of confidence χ is vaguely related to the notion of “risk
averseness” in game theory.  If, to confidence χ,
P( Acc( ω, τ, υ, ι ) )  ∉  Accept, and
P( Cea( ω, τ, υ, ι ) )  ∉  Cease
then the agent continues to negotiate as described in the following section.

The probability attached to the “Acc” proposition—and similarly for the “Cea”
proposition—is derived from probabilities attached to four other propositions:
Suited( ι, υ ),  Good( ι, ω ),  Fair( ι, τ, υ ), and Me( ι, τ, υ )
meaning respectively: “taking account of information ι, terms υ are perfectly suited
to my needs”, “taking account of information ι, ω will be a good agent for me to be
doing business with”, “taking account of information ι, τ are generally considered to
be fair terms in exchange for ω agreeing to do υ given that ω is impeccable”, and
“independent of what everybody else believes, on strictly subjective grounds, taking
account of information ι, τ are fair terms in exchange for ω agreeing to do υ given
that ω is impeccable”.  The last two of these four explicitly ignore the suitability of
υ  and factors out the appropriateness of the opponent ω .  If ω’s reputation is
doubtful then the mechanism will compensate for these doubts by looking for better
terms than would be comfortable for me if I had dealt with an impeccable opponent.
The difference in meaning between the third and fourth proposition is that the third
captures the concept of “a fair market deal” and the fourth a strictly subjective “what
υ is worth to me”.  The “Me” proposition is closely related to the concept of private
valuations in game theory.

To deal with “Suited” depends on what the terms υ are.  In the exemplar system
the terms will be a second-hand camera if I am buying, and money if I am selling.
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There are a large number of sites on the World Wide Web that may be used to
estimate the extent to which a digital camera will suit me.  For example:
http://www.dpreview.com/reviews/compare.asp
Those sites are used in the exemplar system to attach a level of confidence in the
“Suited” proposition.  This is described in detail in the following section.  In the
digital camera market area there are a variety of such advisory sites {S1,..,Sn}.
These sites differ by the questions that they ask.  If the agent’s preferences are known
sufficiently well to answer some of the questions on one of these sites then it is a
matter of seeing whether the camera, υ, is amongst the recommended choices.  So
each of the sites {Si} may be used to generate evidence for “Suited”.  These sites are
designed to help a buyer choose a camera—they are used here for a rather different
task: to check that a given camera is suitable for me.  A Bayesian revises the a priori
probability attached to “Suited” in the light of evidence obtained from the {Si}.  For
any seller it is assumed here that ω is a commitment to deliver money, and that the
probability of money being “suitable” is 1.0.  That is, P( Suited( “money” ) ) = 1.0.
Another approach to dealing with the suitability of a deal is used in some B2B
e-procurement reverse auctions [14].  There the buyer specifies various packages and
attaches a factor to them as a real number ≥ 1.0.  The sellers bid on the various
packages.  The bids are then multiplied by the factor associated with the relevant
package to determine the winner—ie: the lowest bid.

Attaching a probability to “Good” involves an assessment of the reliability of
the opposing agent.  For some retailers (sellers), information—of possibly
questionable reliability—may be extracted from sites that rate them.  For individuals,
this may be done either through assessing their reputation established during prior
trades in a multi-agent environment [15], or through the use of some intermediate
escrow service that in turn is deemed to be “reliable” in which case the assessment is
of the individual and the escrow service.  In the exemplar system this factor has been
ignored as the camera is assumed to be offered for sale by an individual.  That is,
P( Good( ω ) ) = 1.0.

0

1

0 βυαυ

Figure 2 .  Fuzzy Fair
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Attaching a probability to “Fair” is achieved by
reference to an appropriate market.  When a deal is to
purchase retail goods for money this may be achieved
by using bots to scrape a set of sites.  In the exemplar
system the second-hand camera, υ, is assumed to be in
“as new” condition, and so its fair market value, αυ, is
obtained by discounting the best price, βυ, that is found
for that item in new condition, say by 30%.  The sites
scraped are those merchant sites that are linked from the sites used for “Suited”

above.  These are shown as {S
–

1,..,S
–

n}.  There is no causal link between the {Si} and

the {S
–

i}.  If the terms τ specify that money is to be exchanged for the camera then
the set { τ : Fair( τ , ω ) } is defined by a fuzzy membership function such as that
shown in Figure 2.

Attaching a probability to “Me” is a purely subjective matter.  For a single-
attribute, real-valued τ it is dealt with in a similar way to “Fair” above using a fuzzy
membership function that is zero at my upper limit, σ- υ, and 1.0 at the greatest price
that “I would be delighted to pay”, σ- υ.  Figure 3 shows a possible fuzzy membership
function for “Me” for such a τ.  That function aims to encapsulate the notion of “τ
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are personally fair terms to me in exchange for ω doing υ”.  My upper limit, σ- υ, is
my “valuation” in game theoretic terms—it is a link between this informed-decision
approach and economically rational approaches.

0

1

0 συ

Figure 3.  Fuzzy Me
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The whole “accept an offer” apparatus is shown in
Figure 4.  There is no causal relationship between the
four propositions, with the possible exception of the
third and fourth.  So to link the probabilities associated
with the five propositions, the probabilities are treated
as epistemic probabilities and form the nodes of a
simple Bayesian net.  The weights on the three arcs of
the resulting Bayesian net are meaningful in practical
terms.  They are a subjective, high-level representation of what “comfortable” means
to an agent.  More important, the resulting net divides the problem of assessing
“Accept” into four more convenient sub-problems.

Acc(ω,τ,υ,ι)
P = [0.77]

Suited(ι,υ)
P = [0.9]

Good(ι,ω)
P = [0.9] 

Fair(ι,τ,υ)
P = [0.9]

Me(ι,τ,υ)
P = [0.9]

S1 Sn S1 SnM1 Mm* * * * * * * * *

Figure 4.  Hybrid net to accept an offer
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•
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Figure 4 shows the structure
of the hybrid net for the general
case—ie:  including the
machinery for “Good”.  The top
half of the hybrid net combines
data obtained from the Internet
through the “fuzzy filters”
represented by •’s on that figure.
There “Good” is derived as a
result of scraping a set of sites
{ M 1,. . ,Mm } as would most
likely be the case in a ‘real’
electronic business application.  The product of these “fuzzy filters” are treated as
probabilities and attached to the bottom half of the hybrid net that is a conventional
Bayesian belief network.  The probability attached to “Acc” is then passed through
the fuzzy filter μA also denoted by a • on that figure.  The conditionals on the
Bayesian network are subjective—they are easy to specify because 12 of them are
zero—for the cases in which I believe that either Fair or Me is “false”.  With fairly
optimistic priors of 0.9 on each of the four evidence nodes, and the conditionals set
to:
P(Acc | Suited, Good, Fair, Me) = 1.0, P(Acc | ~Suited, Good, Fair, Me) = 0.7,
P(Acc | Suited, ~Good, Fair, Me) = 0.8, P(Acc | ~Suited, ~Good, Fair, Me) = 0.6
the probability P( Acc ) = 0.77, and so the membership function, μA, for the fuzzy
set “Accept” and the confidence value χ should be defined so that μA( 0.77 ) < < χ.
It then remains to access the information from the available sources to, hopefully,
increase P( Acc ) so that the deal is acceptable.

4. The Negotiation Process

The ideas in the previous two sections are summarised in Figure 5.  My agent is a
hybrid agent.  Its beliefs are derived first from incoming messages in the
“Information received” box, expressed in pre-determined predicates, from ω (and from
“John”)—these beliefs activate the deliberative machinery.  They are time-stamped on
arrival as they include offers from ω .  Second, beliefs are also derived from
information that arrives because a plan has activated a macro tool—these beliefs
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Figure 5.  The negotiation framework
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trigger the reactive logic.  My agents’ negotiation strategy—which has yet to be
described—is embedded in its plans.  It is guided by the lattice structure that is
superimposed on each predicate.  Those structures are built by hand and are intended
to capture something of the meaning of “generality” for each predicate.

The background of information in which a negotiation takes place will in
general be continually changing.  This dynamic nature of information greatly
complicates its management—dealing with belief revision is one consequence of this.
For example, most people who contemplate upgrading their personal computing
equipment are confronted with the problem “shall I buy now or wait to see what
becomes available next month”.  In the markets for stocks and bonds the background
information is continually changing, and only experienced traders are able to detect
deep patterns in the information shift on which to build their trading strategies.  To
simplify the discussion here we assume that the background information remains
constant during the period of each negotiation.  Specifically we assume that any
information derived from information sources during a negotiation remains valid for
the period of the negotiation.

time

ι

Δ1 Δ2 Δ3 Δ4 Δ5

μA

χ
•

•

••

•

•

Figure 6.  The negotiation process

A negotiation here is a sequence of offers
tabled together with attendant information.  The
offers in this sequence may originate from the
two agents in turn—the alternating offers
model—or the agents may table offers at
random.  As time progresses during a
negotiation my agent will have access to an
increasing amount of information—shown in the
lower half of Figure 6.  The source of that
information will be the information bots,
information tabled by my opponent ω, and the
deals themselves.  Of this information, only the
terms offered by my agent, τ, are certain.  The
validity of the information extracted by the bots will be uncertain, as will the
information tabled by ω, and even ω’s terms, υ, may be uncertain in that if I accept
an offer, ( τ, υ ), ω may not meet her commitments—she may “renege” on the deal.
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The μA value of acceptable offers will be above my confidence level χ—five offers
are shown in the top half of Figure 6.

The negotiation process is in two stages—first, the exchange of offers and
information, and, second, the end-game.  As the information is assumed to be static,
there will come a time during the exchange of offers and information when the agents
believe that have all the information that they require.  They are then “fully
informed”, and should be in a position to take a final position.  The development of
the offer sequence, the construction of counter-offers [16], and the tabling of
information are all part of the negotiation game.  This can be a game of bluff and
counter-bluff in which an agent may not even intend to close the deal if one should
be reached.  Strategies for playing the “negotiation game” in an information rich
environment are the subject of on-going research.  The aim here is to present the
machinery that those strategies will have at their disposal.

4.1 Stage 1: Offer, counter-offer, re-offer and information exchange

The current version of the exemplar application has two pre-defined bot predicates in
addition to the “Cheapest” predicate (described above):
Features( c:C, Pj:{Pi}; f1:F1,..., fn:Fn, r:*s, p:$ )
Cameras( Pj:{Pi}, f1:F1,..., fn:Fn, r:*s, p:$ ; {ck:C} )
where the meaning of Features and Cameras is self-evident—in Features “r:*s” is a
rating in *s (typically one to five).  The lattice structure for Cameras is defined
similarly to that for Cheapest.  The structure for Features is null—it could be given a
trivial structure by including “dc” in C but this serves no useful purpose.

There are four pre-defined interaction predicate templates:
Message( “John”, “me”, IWant( f1:F1,..., fn:Fn; c:C ) )
Message( a1:A, a2:A, Offer( τ:{ $, C }, υ:{ $, C } ) )
Message( a1:A, a2:A, Accept τ:{ $, C }, υ:{ $, C } ) )
Message( a1:A, a2:A, Unacceptable( ( τ:{ $, C }, υ:{ $, C } ) , <reason> )
where the meaning of IWant is self-evident, “A” is the domain of agent names (eg:
me or ω), and <reason> is derived here by identifying the evidence node with lowest
probability in the Accept Bayesian net.  A “Message” is from agent a1 to agent a2
and here contains either an “Offer”, an “Accept”, or a reason for an offer being
“Unacceptable”.  At present my agent does not understand received “Unacceptable”
messages but it sends them if wishes to do so.  It should not do so as a matter of
course as that would then give ω a sure way to discover my threshold.  My agent is
presently unable to receive tabled information from ω.

If an agent’s confidence in accepting an offer is close to her threshold then she
may decide to seek further information—either from the bots or from ω—in the hope
that she will be able to accept it.  An issue here is what information to request,
particularly when costs are involved.

In ‘real’ negotiation it is common for an agent to table information in an
attempt to encourage the opposition to see her point of view: “I really wanted a blue
one”.  Advising an agent that its terms are not quite what I wanted is not difficult,
but we can do more subtle things than that.  In the exemplar system, when assessing
an offer my agent may ask its information bots “to find if there is a camera whose
features nearly match those of the one on offer but which sells new for less than the
offer price”.  If such a camera exists then it is used as fodder for the Unacceptable
predicate.
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In the exemplar application my agent’s offer strategy is to make a, possibly
empty, sequence of counter offers.  The price in the initial counter offer, if any, is the
greatest such that both P(Fair) = P(Me) = 1.0 and the confidence in Accept > χ.
Then the subsequent prices are chosen so that the confidence in Accept tends
asymptotically to χ so as to more or less reach χ is 5 steps.  This sequence will be
empty if P(Suited) and P(Good) are such that confidence in Accept does not exceed χ
for any positive price.  If ω were to discover this simple strategy then it should take
advantage of it.  This is not seen as a weakness in these experiments that aim
primarily at trialing the information management machinery.

More important, it is proposed that more complex applications may be
supported in the same way as long as the information in the application is expressed
in first-order predicates with lattice orderings for each predicate that capture
“generalisation”.  For example, the same machinery could in principle handle a
negotiation to purchase a house where features could include the number of
bedrooms, the size of the house, the “aspect” (sunny or otherwise), the extent to
which there are views from the property, the prime construction method, number of
car spaces and so on.

4.2 Stage 2: Fully informed agents and the end-game

If my agent believes that it has all the information it requires to make an informed
decision—with the exception of the position of the opposing agent—and no matter
what the opposing agents position is it will make no difference to my agents position
then my agent is fully informed.  An agent may believe that it is fully informed prior
to any negotiation taking place, or it may come to believe that it is fully informed
during the exchange of offers and information.

If both agents in a negotiation believe that they are fully informed then they
should be prepared to enter a final, single round of the negotiation process that
determines a final, definitive outcome of either “no deal” or “a deal will be conducted
under these terms...” [17].

If:
{ ( τ, υ ) | P( Accme( ω, τ, υ, ιme) ) ∈ Acceptme } ∩
{ ( τ, υ ) | P( Accω( me, υ, τ, ιω) ) ∈ Acceptω }  =  PosDeals
is non-empty then a deal is possible.  There will typically be a large or unbounded
number of such possible deals.  The structure of the admissible deals in this
intersection may be quite complex if the negotiation involves multiple attributes.
The comfort level of any acceptable deal will be no less than my level of confidence
χme, and clearly no greater than 1.0.  It will be less than 1.0 as the deal must also be
acceptable to my opponent ω.  The best confidence level that I may hope for, βme,
for will be determined by ω’s confidence threshold χω, and vice versa.  This is
illustrated in Figure 7.  The [ χ, β ] intervals are vaguely related to the idea of players
having different “types” in the game-theoretic analysis of bargaining [9].

There are no ready answers to the following questions.  Could some analogue of
the Nash Bargaining Solution of 1950 [9] be used here?  In so far as the Nash
solution yields a fair distribution of the surplus utility, perhaps the basis for a final
definitive outcome could be based on a fair distribution of “comfort”?  Perhaps some
mechanism that split each agent’s range of feasible confidence in fair proportions
would satisfy an analogue of the Myerson-Satterthwaite [1983] result [19] for the
linear equilibrium in “split the difference” bargaining?  The linear equilibrium in the
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raw form of “split the difference” bargaining yields the highest expected payoff of any
mechanism ex ante, but it is not truth-revealing—there are associated truth-revealing
mechanisms—this mechanism is not optimal ex post.  These questions require some
serious analysis, and have yet to be addressed.  Two possible ways in which a final,
single round of negotiation could be managed are now described.

1.0

χme

βme

χω

βω

Figure  7.
Expected confidence range

First, two fully informed agents table their final,
proposed deals simultaneously.  If either the terms
that I propose are unsatisfactory to ω, or vice versa,
then there is no deal.  Otherwise a trusted
intermediary sets about constructing a compromise
deal based on the agents’ two proposals.  If the
difference between the deals concerns one continuous
attribute—such as an amount of money—then the
intermediary may simply “split the difference”—although this will not lead to truth-
revealing behaviour by the agents.  If there are multi-attributes, or attributes with
discrete values then this intermediation will be more complex, although the second
method following may be employed.

Second, two fully informed agents make their whole reasoning apparatus
available to a trusted intermediary who determines whether the set PosDeals is
empty.  If it is not then the intermediary attempts to find a deal that divides the two
agent’s [ β, χ ] intervals into equal proportions π:1.  If this proves impossible, as
may be the case if one of the deal attributes is non-continuous, then a deal is selected
at random from the pair of deals that most closely match with one deal’s μA value
above and one below the π:1 division.

5. Conclusion

The eNegotiation framework is the first step in the design of agents that can exploit
information-rich environments in one-to-one negotiation.  Such agents should be
adept at handling both the exchange of information and the exchange of offers.  The
negotiation protocol used is a loose exchange of offers and information in an initial
stage, followed by an end-game mechanism when the agents believe that they have
become fully informed.  This protocol assumes that sufficient information is
available and that the currency of the information is sustained throughout the
negotiation process.  Semantic issues [18] are avoided by introducing pre-defined,
pre-agreed predicates.  The information is managed by representing it in these
predicates and then by overlaying a lattice structure with isotone valuations on each
predicate.  It is proposed that this method may be applied to a wide range of
negotiation situations, and if so then general negotiation strategies may be developed
to manage both the offers and the information.  To date this work has raised more
problems than it has solved.  Initial indications are that it appears to work and so it
is expected to lead to the design of sound negotiation agents that strive to make
informed decisions rather than economically rational decisions.
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Abstract. In this paper, a method for pitch independent musical in-
strument recognition using artificial neural networks is presented. Spec-
tral features including FFT coefficients, harmonic envelopes and cepstral
coefficients are used to represent the musical instrument sounds for clas-
sification. The effectiveness of these features are compared by testing
the performance of ANNs trained with each feature. Multi-layer percep-
trons are also compared with Time-delay neural networks. The testing
and training sets both consist of fifteen note samples per musical instru-
ment within the chromatic scale from C3 to C6. Both sets consist of nine
instruments from the string, brass and woodwind families. Best results
were achieved with cepstrum coefficients with a classification accuracy
of 88 percent using a time-delay neural network, which is on par with
recent results using several different features.

Keywords: neural networks, musical instrument recognition

1 Introduction

With the advent of digital multimedia, there is an increasing need to be able
to catalogue audio data in much the same way that books are catalogued. Most
digital audio formats in use today such as MP3 and WAV contain limited meta-
data about the actual recordings that they contain [1]. However, the MPEG-7
specification requires that meta-data, such as the types of musical instruments
in a recording, should be stored in the file with the recording to enable effective
cataloguing of files [2]. The classification and identification of important features
of musical instruments in digital audio will be a step towards such a cataloguing
system. The process of classification based on a set of features is often referred
to as ’Content-Based Classification [1].’

Meta-data generated by such a system may be used by a search engine to
allow users to find specific styles of music. For example, a music teacher may be
interested in searching for audio files with certain instruments playing or music
from a certain genre. Currently, musical search systems only have the ability to
classify their music based on filenames.

The model discussed in this paper concentrates on identifying musical instru-
ments in sound recordings whilst assessing the usefulness of different features

T.D. Gedeon and L.C.C. Fung (Eds.): AI 2003, LNAI 2903, pp. 878–889, 2003.
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that can represent musical instruments for the purpose of classification. Meta-
data gathered by an effective instrument classification system can be used to
build databases based on MPEG-7 meta-data. Another possible use of such an
audio classification system include the ability to automatically generate meta-
data about music files and to fight the distribution of copyright audio material
on the Internet.

The main aim of this research was to compare the usefulness of spectrum and
cepstrum based features using an artificial neural network. Also, the performance
of the time delay neural network and the multi-layer perceptron were compared.
The results may lead to an improved cataloguing system that allows people to
search through music databases more effectively.

2 Previous Work

Two major characteristics of an audio classification system are the features that
are used to distinguish between the sounds and method in which the classifier
is ’trained’ to recognise the sounds. A trained human ear can easily identify
musical instruments that are playing in a sound mix, even if each of these in-
struments share a similar note range. This is because each instrument has a set
of auditory features that distinguishes it from other instruments. For example,
many musical instruments have harmonics or overtones that can be heard at
multiples of the fundamental frequency. These harmonics colour the sound mak-
ing each instrument sound different. The features that enable one to distinguish
musical instruments can be described as the timbre of the sound. At present,
computerised audio classifiers lack the accuracy of human classifiers. As a re-
sult, research is being conducted in improving the features that are fed to audio
classifiers as well as the audio classification engines themselves (eg. ANNs).

Audio Classification Techniques

Herrera [2] provides a survey of different techniques that have been used to clas-
sify musical instruments in monophonic (where one instrument plays only one
note at any given time) sounds. Techniques discussed include K-nearest neigh-
bours, Bayesian classifiers, binary trees, support vector machines and neural
networks. Comparability between these techniques is difficult due to differing
experimentation approaches and sound samples used. Also, many of these ex-
periments have been based on a limited set of musical instruments. However,
the attractiveness of the ANN comes from its ability to generalise after being
trained with a finite set of sound samples. Herrera also alludes to the difficulty
involved with using the same algorithms for identifying musical instruments in
sound mixes.

Experiments performed using ANNs to classify musical instrument sounds
have found that good results can be achieved for monophonic instrument sam-
ples [3, 4]. Cemgil [4] provides a comparison between a multi-layer perceptron,
a time delay neural network and a hybrid Self-Organising Map/Radial Basis
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Function (RBF) for classifying instrument sounds. All network types are pre-
sented sound in the form of a set of harmonic envelopes. The number of instru-
ment harmonics required for good neural network generalisation performance
is also discussed. The results indicated that generalisation improves when more
harmonics are presented to the neural networks. The number of time windows
had less bearing on the performance of each of the models. It was found that
the spectral content in the attack portion of the sound contained most of the
information needed by the network to make a classification.

Cemgil’s experiment found that the performance of each of the models in
order of success were: the Time Delay Neural Network with classification success
of up to 100%; the Multi-layer perceptron with a classification success of up to
97%, and lastly the hybrid Self Organising Map (SOM)/Radial Basis Function
with a classification success of up to 94%. However, the results shown by the SOM
are promising because they show how the instruments are organised according
to timbre. Unfortunately, these results are optimistic for the classification of real
life sounds. The sound samples included a limited range of notes (one octave)
and limited instrument articulation (eg. a cello string can be plucked or bowed).

Experiments detailed in this paper test the adequacy of the standard back-
propagation Multi-Layer Perceptron (MLP) the Time Delay Neural Network
(TDNN) for detecting the presence of a musical instrument in a monophonic
source regardless of the note played or its volume. Each ANN is fed a series of
spectral parameters based on the Fourier Transform.

Selection of Auditory Features

A digital audio signal must be converted into a suitable form before classification
becomes possible. Auditory features can be classified as spectral or temporal.
Spectral features are parameters that can be extracted from the frequency spec-
trum of a sound whereas temporal features relate to the timing of events over
the duration of a note.

When using multiple features for classifying musical instrument, it is pos-
sible for one bad feature to destroy the classification results. It is therefore
important to determine whether a certain feature allows musical instruments
to be distinguished. Kostek’s [3] work goes some way to identifying instrument
distinguishing sound characteristics.

Brown [5] demonstrated the validity of cepstral coefficients for distinguishing
between an oboe and a saxophone by using a K-means algorithm. Eronen [6]
later verified their robustness in classifying a wider range of instruments.

Having surveyed the literature, it must be noted that different features may
be suitable for classifying a small set of instruments. However, a universal set
of parameters with the ability to distinguish between any musical instrument
is non-existent. Most of the timbral features discussed are based on perceptual
models of the ultimate sound classifier, namely the human being. However, the
difficulty lies in the objective measurement of these properties using a com-
puter [5]. The human auditory system is a highly non-linear device in which
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some harmonic components produced by musical instruments may be masked
by spectral energy at nearby frequencies.

Extensive research has been completed on defining timbre in terms of human
perception. The definition of timbre in terms of spectral features was apparent
as early as 1954, when Helmholtz claimed that the relative amplitudes of the
harmonic partials that compose a periodic tone is the primary determinant of
a tone’s sound quality [7, 8]. Temporal features were recognised as important
determinant of musical instrument sounds as early as 1910 when Stumpf recog-
nised the importance of the onset of a musical note for distinguishing musical
sounds [8]. For this reason, experiments detailed in this paper involve presenting
the ANN with representations of sounds beginning at the onset of a note.

The field of computational auditory scene analysis [9] attempts to mimic the
ability of humans to conceptualise music. Abdallah [10] discusses how to extract
features that make up our perception of musical sounds. His idea is to create
a ’single unifying description of all levels of musical cognition from the raw audio
signal to abstract musical concepts.’

This research could lead to improvements in how a neural network is fed
sound features in the form of reduced redundancy.
In the meantime, techniques such as Mel scaling (passing audio through a set of
band pass filters based on experimental results on human hearing) are used to
approximate the human auditory system. Future work in musical classification
based on perceptual models may be fruitful.

3 Methodology

Sound samples from a variety or woodwind, brass and string instruments were
collected from the University of Iowa music samples web page [11]. Piano samples
were also obtained from this site. A synthesised guitar was included in the sample
set (from general MIDI) in order to have a representation of another stringed
instrument. The note samples, which ranged from C3 to C6 on the chromatic
scale, were separated into two sets. One of these sets was used for training and
the other for testing. The testing set was used to assess the ability of the ANN
to generalise based on a finite number of examples that were presented during
training (the training set).

The note range from C3 to C6 was chosen because the instruments selected
produce sounds that overlap in these frequencies. Notes above C6 were not in-
cluded in either the training or test sets because the Nyquist theorem prevents
the extraction of higher harmonics for higher notes. To enable the extraction of
higher harmonics, a larger audio sampling rate must be used. However, due to
processing time constraints, a sampling rate of 22 kHz was used.

It is important to use real life instrument samples for classification to ensure
that the ANN can generalise regardless of how the instrument is played. The
ANN training set contained a combination of soft notes, moderately loud notes
and loud notes. The harmonic compositions of each note change dynamically
(not proportionally) depending on how the note is articulated (see figure 1).



882 Daniel Piccoli et al.

This makes the classification process more difficult for live instruments. For syn-
thesized instruments the harmonic amplitudes are generally scaled in proportion
to the loudness of the fundamental frequency. The training and testing sets con-
tain examples of notes played vibrato (with modulation) and pizzicato (plucked)
notes from the cello.

After the onset of each note is detected (by computer algorithm), 50 per-
cent overlapping windows of 2048 Hann windowed samples were converted to
the frequency domain using the fast Fourier transform (FFT). From the FFT
coefficients, harmonic envelopes and cepstral coefficients were then calculated.
The extracted features were either averaged over a number of frames or taken
directly and the resultant feature vector was placed into a pattern file ready for
presentation to the ANN. For the cepstral coefficients, only the first 128 coeffi-
cients were presented to the neural network. The lower coefficients correspond
to the rough or coarse spectral shape. The rough spectral shape contains infor-
mation of the formants or resonances of the instrument body [6], thus these were
used as features. The calculation of cepstral coefficients generally involves taking
the spectrum of a log spectrum [12].

These features were fed into both a multi-layer perceptron (MLP) and a time-
delay neural network. A limitation of the multi-layer perceptron comes from the
fact that the entire pattern has to be presented to the input layer at once. The
nature of sound is that variations occur over time. For example, musical sounds
have attack, sustain and decay transients that are difficult to represent. The
time delay neural network is an extension of the MLP back propagation network
developed by Alex Waibel [13] that has the advantage of being able to learn
patterns that vary over time [14]. TDNNs have proven to be useful for musical
instrument identification [4]. The time-delay neural network, like the perceptron,
uses back-error propagation as its learning algorithm. However, the TDNN has
a variety of time-delay components built into its architecture as described by
Waibel [15, 13].

The convergence of each Neural Network towards the correct classification
was assessed by monitoring the ’mean squared error’ (MSE) of the training
data and comparing it to the MSE of the test data after each epoch. Training
was stopped once the MSE of the test no longer improved. The validity of the
features (harmonic envelopes vs cepstral coefficients) was assessed by comparing
the recognition accuracy of ANNs using each of these features.

4 Results

4.1 Instrument Classification with Neural Networks

MLPs Trained with Harmonic Amplitudes

An MLP was initially trained with examples of individual frames (no averaging
over a number of frames) with 50% overlapping windows shifted across the entire
sound file for each instrument. Therefore, the number of neurons in the input
layer was equal to the number of harmonics presented to the neural network.
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That is, the ANN was presented with the harmonic amplitudes of one frame at
a time (not a harmonic envelope). This tests the ability of the ANN to recognise
a musical instrument given just one frame.

Results were modest with a best classification score of 67%. However, these
results suggest that the neural network struggled to identify musical instruments
correctly given just one frame at a time. This may be due to the fact that
harmonic content is not consistent across the entire length of a musical note, or
across different notes or articulations produced by the same instrument. This
makes it difficult for the ANN to generalise. Also, based on research regarding
phenomena that influence timbre perception [16], frequency information in the
attack transient of a musical note is important for classification. In the instances
where the sliding window appears over a non-attack part of a note, instruments
may be more difficult to distinguish.

There seems to be an indicative trend that by increasing the number of
harmonics presented to the neural network, the ANN will be better able to dis-
tinguish between instrument sounds. Unfortunately, there were not enough test
runs available to statistically verify this claim due to the Nyquist limitation (in-
sufficient number of harmonics). However, this trend is consistent with findings
indicated by Cemgil [4] and Kostek [3].

MLPs Trained with Harmonic Envelopes

The MLP was then presented with harmonic envelopes from several adjacent
sliding windows starting from the onset of each musical note. In other words,
the ANN was presented with harmonic amplitudes for several 50% overlapping
frames beginning from the onset of each note. Each window was individually nor-
malised (note that this is additional normalisation for each frame that was per-
formed in addition to the normalisation of the entire note during pre-processing).
It was hoped that a trend could be shown between the number of frames pre-
sented to the MLP and the ability of the MLP to generalise. However, the addi-
tion of new frames to the input vector failed to improve the classification results
of the ANN. As shown in table 8 in appendix A, the best result attained by pre-
senting multiple frames of harmonic amplitudes (harmonic envelope) was 65%.
These results are well below those attained by Cemgil [4] using harmonic en-
velopes and are also inferior to the results obtained for this research for ANNs
presented with harmonic amplitudes from only one frame.

These poor results indicate that the ANN failed to generalise to the general
(test set) population given harmonic envelopes. There are two possible causes
for this. Firstly, if the number of hidden layer nodes were excessive, the ANN is
likely to learn the nuances of the training set rather than the major features that
distinguish the instrument patterns. The second possible cause of the problem
occurs when the training sample is not representative of the general popula-
tion. For example, the trombone samples given in the training set may not be
representative of all trombone sounds. Since the number of hidden layer nodes
was carefully chosen, the former is unlikely to be the problem. Analysis of error
during training revealed a disappointing relationship between test and training
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data. Ideally, if the ANN was learning to distinguish musical instruments based
on their harmonic content, then both training and testing errors would have
decreased at a similar rate.

TDNN Trained with Harmonic Envelopes

When the Time-Delay Neural Network (TDNN) was presented with the har-
monic envelope as an input vector, the classification success for the best perform-
ing TDNN increased to only 68%. This result is well below the 100% achieved
by Cemgil (Cemgil et al., 1997). However, this may be due to the fact that every
individual frame was normalised. To improve this experiment, the harmonic en-
velope should have been normalised as a whole. By normalising each individual
frame, important information regarding change in volume associated with the
onset of a note may be lost.

4.2 Supervised Neural Networks
Using Cepstral Coefficients as Features

MLP Trained with Cepstral Coefficients

Results for MLPs, which were disappointing with a classification success of just
53 percent. It became apparent that a multi-layer perceptron is unable to distin-
guish musical instruments very well when trained with just one set of Cepstral
coefficients per note. Thus, in order to reduce the effect of noise when measuring
the cepstrum of a note, the average of several frames over each individual note
were taken. The best result attained from averaging the Cepstrum over a number
of frames is depicted in table 1.

Improvements to the classification ability of the MLP as a consequence were
excellent. After interpretation of the results, it became evident that the ANN is
better able to generalise when the Cepstrum is averaged over an increasing num-
ber of frames. This implies that the average of a number of cepstral coefficients
at the onset of each note is more representative of a particular instrument than
cepstral coefficients in isolation. More research is needed to examine whether
this phenomenon continues beyond 7 frames. However, classification results of
up to 85% for the MLP using cepstral coefficients averaged over 12 frames (at
the onset of each note) indicate that 128 cepstral coefficients are a valid and
robust input vector option for neural networks.

TDNN Trained with Cepstral Coefficients

The TDNN presented with cepstral coefficients (the first 128 coefficients) proved
to be the most successful architecture for classifying musical instruments. Each
TDNN was configured to accept 10 fifty percent overlapping delayed frames
containing 128 cepstral coefficients. The TDNN was given 8 such examples per
note. As depicted in table 2, the TDNN successfully classified up to 88% of
instruments correctly.
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Table 1. Matrix of 9 instruments classified with an MLP using the first 128
cepstrum coefficients averaged over 12 frame(s) at the onset of each note

Actual Class/Target Bass. Flute Clar. Trom. Horn Oboe Piano Guit. Cello

Bassoon 14 0 0 0 0 0 0 0 0

Flute 0 14 1 3 0 0 0 0 0

Clarinet 0 1 14 0 0 2 0 0 0

B. Tr 0 0 0 8 0 1 0 0 0

Horn 1 0 0 0 15 0 0 0 0

Oboe 0 0 0 4 0 12 0 0 0

Piano 0 0 0 0 0 0 8 0 0

Guitar 0 0 0 0 0 0 2 15 0

Cello 0 0 0 0 0 0 5 0 15

Total 15 15 15 15 15 15 15 15 15

Percentage Correct 93 93 93 53 100 80 53 100 100

Total Correct 115

Total % Correct 85

Table 2. Matrix of 9 instruments classified with a TDNN Using the first 128
cepstrum coefficients delayed over 10 frames at the onset of each note (best
performance)

Actual Class/Target Bass. Flute Clari. Trom. Horn Oboe Piano Guit. Cello

Bassoon 105 0 0 0 0 0 0 12 0

Flute 0 102 7 0 0 0 0 0 0

Clarinet 0 1 87 0 0 10 0 0 0

B. Tr 0 0 0 103 4 0 2 0 0

Horn 0 0 0 2 98 0 0 0 0

Oboe 0 0 0 0 0 95 0 25 0

Piano 0 0 0 0 0 0 85 15 0

Guitar 0 0 0 0 0 0 14 54 2

Cello 0 2 4 0 3 0 4 0 103

Total 105 105 105 105 105 105 105 105 105

Percentage Correct 100 97 83 98 93 90 81 51 98

Total Correct 88

Total % Correct 832

4.3 Discussion of Results

Comparison of Feature Vectors

From the above analysis, it appears that averaged cepstral coefficients (with
classification success up to 88%) are a much more useful input vector to a clas-
sification algorithm (such as neural networks) than harmonic envelopes (with
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classification success of up to 68%). This may be indicative of the fact that
harmonic information alone is insufficient for distinguishing between musical
instruments.

For classification with harmonic amplitudes to be possible, the relationship
between the harmonics must be consistent for a given instrument class (eg.
bassoon) regardless of the note played or its articulation. Figure 1 below depicts
the harmonic structure of two different bassoon notes used in the experiments:

Fig. 1. Comparison of two bassoon notes with different articulation
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The graphs in figure 1 depict harmonic peaks of a 2048-sample frame gathered
from the onset of two bassoon notes. Each frame has been normalised to 1 so that
the relationship between harmonic amplitudes for each note can easily be seen.
From these diagrams, it is evident that the harmonic pattern is not consistent
for each bassoon note. In the top diagram, the third harmonic has the highest
amplitude whereas the second diagram shows the fundamental as having the
highest amplitude. These inconsistencies may limit the ability of an ANN to
distinguish between instruments using harmonic amplitudes exclusively. Future
studies may be interested in testing whether the process of averaging harmonic
envelopes improves the classification process as it did for cepstral coefficients.

The relatively poor results attained using harmonic envelopes are not com-
parable to results from Cemgil’s [4] experiments. Differences in the training and
test-set data may be the cause for these discrepancies. For example, it appears
that Cemgil used sound samples from the standard AWE32 (sound card) set.
This makes classification using harmonic envelopes alone feasible due to con-
sistency in the harmonic envelopes of synthesised sounds. As stated by Kamin-
skyj [17], it is important for the sound classification research community to make
their results as comparable as possible in future.

Comparison of Classifiers

In terms of the feature classifiers themselves, the TDNN consistently returned
better results than the MLP. The TDNN had classification results of up to 68%
using harmonic envelopes and 88% using cepstral coefficients while the MLP
had classification results of up to 67% using harmonic envelopes and 85% using
cepstral coefficients as features. This is indicative of the importance of temporal
features for classifying musical sounds. Further research is needed to confirm this
statistically.

One advantage of using the MLP as opposed to the TDNN came from the
fact that it completed training much more quickly. However, this was influenced
by the experiment technique used. For the MLP, cepstral coefficients were aver-
aged over several frames. Therefore, the number of input layer nodes was equal
to the window size (or 128 for the ANNs designed to accept the first 128 cep-
strum coefficients). However, for the TDNN, 10 individual frames (delays) of 128
cepstral coefficients were applied to the input layer, totalling 1280 input layer
nodes. This slowed the training process for the TDNN.

Identification of Timbral Families

One of the aims of these experiments was to identify timbral families and rela-
tionships between the musical instruments. This can reveal whether or not the
computer ’perceives’ musical instruments in a similar way to the human auditory
system. Table 3 provides totals of the most common misclassifications with the
TDNN architecture using cepstral coefficients as features:

This data can be used to reveal relationships inherent between the musi-
cal instruments. For example, the table reveals that the flute and the clarinet,
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Table 3. Common Instrument Misclassifications

Instrument Most Commonly Misclassified As No. Of Instances

Bassoon Bass Trombone 2

Flute Clarinet 12

Clarinet Flute 44

Trombone Horn 90

Horn B. Trombone 10

Oboe Clarinet 29

Piano Guitar 77

Guitar Bassoon 59

Cello B. Trombone 34

both woodwind instruments are commonly misclassified as one another. Also,
the two brass instruments, namely the bass trombone and the horn are com-
monly misclassified. The only two instruments that significantly did not exhibit
the expected misclassification pattern were the guitar (string), which was most
commonly misclassified as a bassoon (woodwind), and the cello (string), which
was most commonly misclassified as a trombone (brass). The fact that most
instruments were misclassified as instruments within their own orchestral (tim-
bral) family indicates that cepstral coefficients have some relationship with the
perception of timbre by humans.

5 Conclusions and Future Research

The initial aim of this research was to compare the usefulness of cepstral coeffi-
cients and harmonic envelopes as inputs to a neural network for the purpose of
classifying musical instruments. Results have indicated that cepstral coefficients
may be more useful than harmonic envelopes for the purpose of distinguishing
between musical instruments. This research has also demonstrated the usefulness
of the MLP and TDNN as classification tools.

Future work may involve combining Cepstral coefficients with spectrum re-
lated parameters such as spectral brightness and odd/even harmonic components
in order to produce a better classification model. Temporal features must also
be carefully analysed for their usefulness in classifying musical sounds. Further
experiments involving the human perception of sound may also be fruitful for
devising a better way to present a classifier with sound data.

The results attained for this research were limited to monophonic sounds.
For classification models discussed in this paper to be useful, prior separation
of sounds is required. The ultimate goal of audio classification is to identify
musical instruments that exist in polyphonic sounds. This may be achieved in
the future by using a technique known as source (or stream) separation. Future
research in this area will improve the viability of classifying musical instruments
in polyphonic sounds.
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Abstract. We present a new collection of training corpora for evalua-
tion of language-independent named entity recognition systems. For the
five languages included in this initial release, Basque, Dutch, English,
Korean, and Spanish, we provide an analysis of the relative difficulty of
the NER task for both the language in general, and as a supervised task
using these corpora. We construct three strongly language-independent
systems, each using only orthographic features, and compare their per-
formance on both seen and unseen data. We achieve improved results
through combining these classifiers, showing that ensemble approaches
are suitable when dealing with language-independent problems.

Keywords: computational linguistics, machine learning

1 Introduction

Named entity recognition is an important subtask of Information Extraction. It
involves the recognition of named entity (NE) phrases, and usually the classifica-
tion of these NEs into particular categories. Language-independent named entity
recognition involves the construction of a single system that learns, through its
application to a training corpus for a target language, how to identify NEs in that
language. Supervised learners have been used on Chinese, English, and Span-
ish corpora as part of the Multilingual Entity Task (MET), and on Spanish and
Dutch as the shared task of CoNLL 2002 [9]. Most recently, English and German
corpora were the subject of comparison at the shared task of CoNLL-03 [10]. Un-
supervised language-independent systems have been tested on small corpora in
Romanian, English, Greek, Turkish, and Hindi [4]. While language-specific sys-
tems have reached high levels of performance in English, language-independent
systems have much room for improvement, especially in broad domains.

For this paper, we have compiled corpora for English, Basque, Spanish,
Dutch, and Korean. The Basque and Korean corpora have not been used previ-
ously, and this collection forms the largest set of cross-language NE-tagged cor-
pora currently available. The corpora differ greatly in size and domain. One of
the challenges of evaluating language-independent systems is to understand how

T.D. Gedeon and L.C.C. Fung (Eds.): AI 2003, LNAI 2903, pp. 910–921, 2003.
c© Springer-Verlag Berlin Heidelberg 2003
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the specific corpora used effect the observed performance. We present a range of
statistics to aid in this analysis.

We describe three different language-independent classification strategies
that each use probabilistic representations. These include word-level classifica-
tion through probabilistic learned lists, and character-level classification through
letter n-grams and orthographic tries. These approaches are tested on the recog-
nition of NEs, and we present details of both their individual performance and
together as an ensemble system. Using only simple methods and less than thirty
features, we obtain f-scores ranging from 62.2% in Korean to 86.9% in Spanish.

2 Corpora

The collected corpora were standardised to use the UNICODE character encod-
ing and the IOB2 method of annotation [11]. Beyond the removal of extraneous
information such as part-of-speech tags, no cleaning was performed.

Basque: The Basque data was provided by the IXA group at the University
of the Basque Country, Donostia. It consists of articles about economics, taken
from the Basque-language newspaper Egunkaria from January and February in
1999.

Dutch: The Dutch data was originally used in CoNLL 2002, where a full de-
scription is provided. The corpus consists of four editions of the Belgian news-
paper, “De Morgen” from the year 2000. The annotation was undertaken by the
University of Antwerp in Belgium.

English: The English data was the dataset used in MUC-7 NER task. The
corpus consists of newswire articles from the New York Times News Service
from 1996. Articles are solely on the specific topics of aircrashes and missile
launches. The distribution is controlled by the Linguistic Data Consortium.

Korean: The Korean data was provided by the KORTERM group at the Korea
Advanced Institute of Science and Technology (KAIST). It consists of a portion
of their POS-tagged corpus that has had an NE annotation added manually, fol-
lowing the IREX tagging standard. The data consists of both newspaper articles
and general texts, including academic and scientific texts.

Spanish: The Spanish data was also originally used in CoNLL 2002. The corpus
is taken from a collection of newswire articles from the year 2000, from the
Spanish EFE News Agency, and was annotated by University of Catalonia and
the University of Barcelona.
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Table 1. Dataset statistics

characters words NEs
train test train test train test repeated

Basque 408945 105271 68046 17855 5353 1450 336

Dutch 1120542 329255 240692 68994 15960 3941 899

English 849930 293068 190791 63941 10786 4097 761

Korean 109375 40168 72029 25914 1936 872 167

Spanish 1417766 228888 317638 51533 23147 3558 957

Table 2. Character-level statistics

total O only NE only

Basque 71 8 2

Dutch 100 7 3

English 82 11 0

Korean 1088 589 90

Spanish 91 6 5

3 Data Analysis

While the datasets for each language share their annotation for named entities,
they may differ greatly in their suitability to evaluating named entity recognition
(NER) and classification (NEC) tasks. A corpus must be rich enough to make
apparent the differences between classification techniques, both in terms of raw
performance, and the particular strengths and weaknesses of each system. While
it may be possible to produce difficulty indices for a single language[3], we have
chosen a range of statistics that will allow us to make hypotheses concerning the
expected performance of different types of NER systems.

Dataset Statistics. Table 1 shows the sizes of training and test sets in terms
of characters, words, and NEs. The training set for Spanish has over four times
more words than the Basque corpus, and proportionately more NEs. The Korean
dataset is smallest in terms of both number of characters and number of NEs.
We would expect lower performance from the smaller corpora. In practice, this
could be ameliorated by using semi-supervised techniques such as co-training in
conjunction with larger unannotated corpora.

The final column in Table 1 shows the frequency of NEs in the test set
that occur more than once. Many NER systems use global information such as
other occurences of the same token as part of their classification strategy [2]. All
datasets have repeated terms, so the benefit of such an approach could be tested
using these corpora. The proportion of repeated terms places an upper limit on
the observable performance gain for each corpora.
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Character-Level Statistics. Table 2 shows the number of unique characters
that are present in the corpus. All alphabetic languages have less than one hun-
dred unique characters, including punctuation. This is starkly different to Ko-
rean, which has over one thousand characters represented in the corpus, a small
sample of the language’s combined phonetic hangul and logographic hanja al-
phabets. Table 4 shows that the test set contains 167 more, previously unseen,
characters. Korean and other non-alphabetic languages pose a challenge for naive
character-level feature representations. If a binary feature were assigned to the
presence of each possible character in a word, each token would have a very large
and sparse representation, which would deal poorly with unseen characters. This
suggests that a direct representation of orthography may not be a suitable basis
for performing machine learning.

All corpora contain characters that occur uniquely within one category. An
expected example of this is punctuation characters, which would usually not
occur within NEs, such as ‘?’ or ‘!’. Even in alphabetic languages, there are
characters that occur exclusively within NEs, both specific punctuation such as
‘&’, and characters that are from foreign languages, such as ‘X’ (Dutch) and
‘Q’ (Basque). Korean contains many characters that are uniquely used in NEs.
We will see that these differences can be exploited through techniques such as
character n-grams.

Word- and Phrase-Level Statistics. Table 3 shows the average word length
for non-entities and NEs. NEs have longer average length across all languages.
Korean is set apart by its short average word length and by having almost no
NEs with more than one token. Basque makes heavy use of suffixes which gives
it longer average word length across all categories. The final column shows the
percentage of tokens which appear both inside and outside of NEs; this ambiguity
will be problematic for word-level techniques that rely on gazetteers or learned
lists. From this we would expect English to perform worse than Dutch on seen
words unless contextual clues are also used.

Unseen Data. A good test corpus should contain both NEs that are present in
the training set and some that are not. Classifiers that work well within a small
domain, where the set of NEs is limited, may be less suited to a domain such as
newspaper articles, where new NEs arise constantly. Table 4 shows the number
of previously unseen words, NEs, and characters in the test set. All corpora
have a significant percentage of unseen NEs, so should give reliable performance
estimates.

Recent work [5] has corroborated our belief that performance on unseen words
is the major contributing factor to the differences in current NER systems. It
is important that the unseen term performance is examined explicitly, rather
than relying on holistic measures of precision and recall. In addition to overall
performance, we report seen and unseen performance for all systems.
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Table 3. Phrase-level statistics

word length NE length O / NE
O NE words chars ambiguity

Basque 5.8 7.6 1.4 10.6 8.2%

Dutch 4.5 6.4 1.4 9.2 3.9%

English 4.3 6.0 1.6 9.5 10.7%

Korean 1.5 3.0 1.1 3.2 11.1%

Spanish 4.2 6.0 1.7 10.5 7.0%

Table 4. Unseen data in test
sets

O NE chars

Basque 13.4% 43.0% 0

Dutch 6.6% 13.0% 2

English 8.3% 48.8% 2

Korean 9.8% 60.4% 167

Spanish 4.0% 29.3% 0

4 Language Independent Classification Techniques

When developing an NER system for a single language, one can use explicit
linguistic knowledge in choosing suitable attributes, and in the choice of a feature
representation. In this way, even simple features, such as capitalisation, can be
very powerful.

When an NER system is language-independent, these features must be es-
chewed in favour of a representation that is equally applicable to all languages,
regardless of its character set, and can learn to recognise important features,
rather than having them provided explicitly. Most language-independent NER
systems include features based explicitly around phenomena such as capitali-
sation, and use many thousands of very sparse features. We demonstrate three
representation schemes that are all strongly language-independent, in that they
do not rely on any specific phenomena, and further that the representation is
identical across all languages. In addition, each uses only a small number of
probabilistic attributes. Each approach aims to target a single linguistic phe-
nomena through careful feature representation, rather than being made up of
a wide variety of unrelated but potentially useful features.

We use decision trees for all classification tasks. While the use of other clas-
sifiers, such as decision graphs or SVMs, would be expected to improve perfor-
mance, the relative performance of the various approaches would not be expected
to vary significantly. The results should be taken as illustrative of each approach’s
strengths and weaknesses.

4.1 Baseline Word-Level Classification

To evaluate the performance of more advanced classifiers, it is necessary to estab-
lish a baseline using a simple classification system. Here, the baseline classifier
tags a phrase as an NE if it appears as such in the training set. This will ob-
viously perform very poorly on unseen tokens in the dataset, and even on seen
tokens used in new contexts. Its performance is limited by the phrase-level am-
biguity of the dataset (see Table 3) and the amount of unseen data in the test
set. We consider this to be a gazetteer-like approach and expect it to give higher
precision than recall.
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4.2 Word-Level Classification Using Probabilistic Learned Lists

Many NER systems have used gazetteers, compiled lists of known entities, to
aid the identification of named entities. While gazetteers are useful, they are
not strictly language independent, as they rely on languages sharing (at least)
their writing system. The cost of acquisition, construction, and maintenance of
gazetteers remains high, and their usefulness in broad domains such as newswires
remains doubtful[7].

An alternative to using pre-built gazetteers is to use learned lists, based on
the training set. For each token w and each category c, one can use the training
data to estimate

P (C(Wi+offset) = c |Wi = w)

for offsets of −1, 0, 1. The zero offset captures the probability of each word
occurring in each category, much like a traditional gazetteer. An offset of -1 (or
1) captures the probability of a word occurring before (after) each category. This
contextual information is not available in a usual gazetteer.

To use these probabilistic learned lists to make feature sets for a machine
learner, each token can be represented by a set of real-value attributes P (C(wi) =
c |Wi+offset), for each category c and each offset. Unseen tokens are given a flat
distribution. Using these three attributes per category results in nine attributes
per token. Attributes for the preceding and following tokens were included using
data windowing, to give a total of 27 real-valued attributes per token.

When classifying a previously seen token, performance would be expected to
be good, limited for the most part by the ambiguity of the corpus (see Table 3).
In classifying unseen tokens, classification depends on contextual evidence, the
reliability of which will vary greatly from language to language. Since NEs are
a specific type of noun phrase, this contextual evidence may also lead to over-
generalisation and the false identification of nouns as NEs.

4.3 Orthographic Classification Using Letter N-grams

Word-level classification suffers from the sparseness problem, especially in su-
pervised systems. While there are a large and dynamic number of words, the
character set for a language is always much more constrained (see Table 2). By
moving to letter-level features, data sparsity can be largely overcome, but the
problem of finding effective language independent representations remains.

Here we consider letter sequences of fixed length (letter n-grams) as possible
indicators of class membership. For each n-gram g that occurs in the dataset, we
estimate P (c | g), the probability of it occurring in a word of each category c.

For a word composed of m n-grams g1, g2, . . . , gm, using full distribution
information for all n-grams is an unwieldy representation, resulting in m ∗ c
attributes. Instead, we produce aggregate statistics across all n-grams in the
word:
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MAX(c) highest P (c | gi)
MIN(c) lowest P (c | gi)
AV E(c)

∑m
i=1

P (c | gi)
m

Not only is this representation more compact, the number of attributes is in-
dependent of language, word length and n-gram size. Additionally, these aggre-
gate statistics should give salient indicators of class membership. While AV E(c)
looks at the whole word, MAX(c) and MIN(c) highlight individual n-grams
that may give strong (counter-)indications. These may be morphological con-
structs such as affixes or infixes with a strong affinity to a class (NE or non-NE),
or orthographic artifacts such as capitalisation or foreign letters.

As with probabilistic learned lists, the three attributes per category were
windowed to produce 27 real-valued attributes per token.

N-grams of different sizes should be sensitive to different phenomena. Uni-
grams are enough to capture capitalisation or punctuation, but cannot detect
longer morphological constructs such as affixes. Moreover, since the importance
of these phenomena will vary for each language, there is no reason to expect
n-grams of any one length to perform consistently well. For this evaluation, n-
grams of lengths 1, 2, and 3 were tested on all corpora. It is interesting to note
that the function of n-grams changes as their length approaches average word
length, as with 2- or 3-grams in Korean, when n-grams may be representing
entire words.

4.4 Contextual Classification Using Orthographic Tries

Tries are an efficient data structure for capturing statistical differences between
strings in different categories. In an orthographic trie, a path from the root
through n nodes represents a string a1a2 . . . an. The n-th node in the path stores
the occurrences (frequency) of the string a1a2 . . . an in each category. These
frequencies can be used to calculate probability estimates P (c | a1a2 . . . an) for
each category c. Tries have previously been used in both supervised [8] and
unsupervised [4] named entity recognition.

Given a string a1a2 . . . an and a category c an orthographic trie yields a set
of relative probabilities P (c | a1), P (c | a1a2), . . ., P (c | a1a2 . . . an). The proba-
bility that a string indicates a particular class is estimated along the whole trie
path, which helps to smooth scores for rare strings, and functions as a progres-
sive backoff model from unseen words. The contribution of each level in the trie
is governed by a linear weighting function, which may be fixed or be obtained
experimentally using parameter optimisation [12].

A trie may be rooted at the beginning or end of a word, capturing common-
ality of prefixes or suffixes respectively. We build a forward and backward trie for
the current word, and also for the words on each side, capturing contextual infor-
mation in much the same way as probabilistic learned lists. The scores from each
trie are obtained independently, then used as attributes for a machine learner.
Using six tries, each producing a score for each category, gives 18 real-valued
attributes.
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Tries are highly language independent. They make no assumptions about
character set, or the relative importance of different parts of a word or its con-
text. Tries should deal well with unseen words, using their progressive back-off
model and probability smoothing to give good estimates on the available data.
Combining word-internal and contextual tries is expected to give a robust in-
dicator of class membership. The probabilistic classifications generated by tries
have also been used within a Hidden Markov Model framework, resulting in
improvements in phrase modelling [13].

4.5 Ensemble Classification

It is not reasonable to expect any one of the above approaches to consistently
outperform other methods for all languages. It is more likely that each method
will have its own characteristic strengths and weaknesses. Word-level classifica-
tion might be expected to have higher precision but lower recall, especially for
unseen tokens. Letter n-grams and tries may have high recall but lower precision,
since their intent is to generalise orthographic phenomena. These strengths can
be harnessed, and weaknesses overcome, by combining the classifiers into a single
system. To test the performance of an ensemble, we used a simple voting scheme,
in which the classification with the highest vote was assigned.

5 Results

When examining the performance of these systems, it does not suffice to look
at performance on the corpus as a whole. We provide separate results for those
tokens that occur in the training set (“seen tokens”), and those that do not (“un-
seen tokens”), and include the ratio of unseen performance to seen performance.
All results are presented on page 920. Fβ=1 (f-score) is the harmonic mean of
precision and recall.

Baseline Results (Table 5). The results for all European languages follow the
expected pattern of higher precision and lower recall. In the baseline system,
precision is harmed by words that occur as both NE and non-entity. There
is a strong correlation to the phrase-level ambiguity reported in Table 3. Such
ambiguity can be produced by the natural ambiguity of the language, such as the
word “American” in the English dataset, which occurs as a valid NE through
ellipsis in the phrase “on American” (Airlines). It can also be the product of
tagging error, which is illustrated by the Spanish results. The Spanish training
corpus contains a single example of the preposition “de” occurring as an NE
phrase by itself. Due to the extremely high frequency of the word in the test set,
the removal of this one erroneous entry from the corpus produced a forty percent
gain in precision, bringing Spanish in line with other European languages. This
pattern of precision and recall is broken in the Korean dataset. Both figures are
low, but recall is nearly double precision.
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Table 5. Baseline results

precision recall Fβ=1

Basque 86.41% 58.34% 69.66

Dutch 82.37% 48.95% 61.40

English 75.90% 48.11% 58.89

Korean 22.36% 36.47% 27.72

Spanish (orig) 35.51% 63.38% 45.51

Spanish (corr) 75.44% 63.38% 68.89

Table 6. Probabilistic learned list results

all tokens seen tokens unseen tokens
precision recall Fβ=1 precision recall Fβ=1 precision recall Fβ=1 seen%

Basque 83.32% 59.59% 69.48 86.35% 83.87% 85.09 14.89% 1.74% 3.12 3.7%
Dutch 67.07% 71.05% 69.00 86.59% 90.33% 88.42 33.35% 37.08% 35.12 39.7%
English 74.76% 72.93% 73.83 82.15% 88.05% 85.00 52.87% 43.26% 47.58 56.0%
Korean 76.59% 34.52% 47.59 84.18% 84.41% 84.30 18.75% 1.20% 2.26 2.7%
Spanish 77.31% 83.11% 80.10 82.42% 88.87% 85.53 47.00% 51.80% 49.28 57.6%

Table 7. Letter n-gram results

all tokens seen tokens unseen tokens
n precision recall Fβ=1 precision recall Fβ=1 precision recall Fβ=1 seen%

Basque 1 70.43% 74.90% 72.59 74.89% 79.10% 76.94 63.38% 73.63% 68.12 88.5%
Dutch 1 72.24% 77.34% 74.71 71.38% 78.93% 74.97 74.20% 77.59% 75.86 101.2%
English 1 63.31% 71.30% 67.06 63.95% 75.24% 69.14 59.47% 63.14% 61.25 88.6%
Korean 3 69.82% 49.89% 58.19 80.79% 76.88% 78.79 56.25% 30.60% 39.64 50.3%
Spanish 1 81.84% 88.56% 85.07 81.77% 88.11% 84.82 81.66% 90.03% 86.05 101.5%

Probabilistic Learned Lists (Table 6). For all languages except Basque,
learned lists performed better than the baseline, increasing f-value by up to 20
points. Performance on seen data was very high across the board. When dealing
with an unseen token, the classification was made purely on the basis of the
tokens on each side. This gives lower f-scores for English, Spanish, and Dutch,
while the performance for Korean and Basque approaches zero. This can be ex-
plained by looking at the relative significance of word order for each language.
Basque has free word ordering, so context is an unreliable source of information.
The low unseen performance for all languages indicates that this approach, while
generally an improvement over the baseline, is highly dependent on the training
set, and suffers sparsity problems in broad domains.

Letter N-grams (Table 7). The performance profile of this character-level
classifier is totally different to that of the word-level classifiers. The performance
difference between seen and unseen tokens has been removed, with unseen perfor-
mance actually being better for Dutch and Spanish. Under this representation,
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Table 8. Orthographic tries results

all tokens seen tokens unseen tokens
precision recall Fβ=1 precision recall Fβ=1 precision recall Fβ=1 seen%

Basque 79.50% 83.17% 81.29 85.07% 88.65% 86.82 67.27% 74.13% 70.53 81.2%
Dutch 84.44% 87.82% 86.09 88.31% 92.92% 90.56 78.05% 81.17% 79.58 87.9%
English 76.81% 82.55% 79.58 84.03% 90.38% 87.09 60.67% 67.31% 63.82 73.3%
Korean 71.26% 55.16% 62.18 71.88% 64.45% 67.96 70.12% 37.58% 48.94 72.0%
Spanish 83.25% 89.52% 86.27 83.54% 89.67% 86.50 79.20% 85.63% 82.29 95.1%

there is conceptually no difference between seen and unseen data. The data
sparseness problem is much smaller when dealing with the order of one hundred
letters rather than thousands of words.

Unigrams are weak at identifying terms in all-capitals. From the training
corpora for the European languages, capitals have a high probability of occurring
in NEs, which in the case of an all-caps term will result in high AV E(), MAX(),
and MIN() scores. In the English corpus, 40% of all-caps terms were identified
as NEs, an accuracy of 83%.

Korean was the only language that achieved better performance using
a longer n-gram, in this case trigrams. Since the average length of words and NEs
is much lower, a trigram may be capturing most or all of a token, in which case
performance would be expected to be more like a word-level classifier. Indeed,
the performance on seen tokens is significantly higher than unseen tokens, as
would be expected if this were the case. Overall, performance was slightly worse
than learned lists for seen tokens, but greatly improved for unseen tokens.

Orthographic Tries (Table 8). Prefix and suffix tries for the current token,
plus one token of context on either side, were combined using a machine learner.
Despite using less attributes than the n-gram representation, performance is
boosted significantly for all languages. As with letter n-grams, recall is higher
than precision, which suggests that while the orthographic representations dis-
cussed here are quite effective they have a tendency to overgeneralise.

Performance on seen tokens is significantly higher than for unseen tokens.
This is to be expected, as tries are an explicit representation of the phenomena
present in the training corpus. The performance on unseen tokens is still higher
than that of n-grams, showing the strength of the progressive back-off model
obtained through using tries.

All-caps terms were problematic for tries also, with an accuracy of 86% in
the English corpus, down from over 97%. In subsequent work [13], we have
shown that case restoration techniques can remove any performance loss from
capitalisation artifacts. Other errors in English included ambiguously tagged
words such as “defense”, which occurs equally as a word and as an NE in the
training corpus. For some words, such as “earth”, the training and test corpora
disagreed completely on the correct categorisation.
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Table 9. Voting results

precision recall Fβ=1
Basque 83.32% 83.67% 83.49
Dutch 88.23% 85.58% 86.88
English 83.67% 82.57% 83.12
Korean 35.09% 90.00% 50.50
Spanish 89.49% 84.42% 86.88

Voting (Table 9). The combination of classification techniques improved per-
formance for all languages except Korean, where the poor performance of each
classifier contributed too much noise for voting to be successful. Using only word-
level and letter-level features, we have obtained up to 86.9% on the NER task.
From CoNLL 2002, the best results were 91.64% for Spanish and 90.70% for
Dutch [1].

6 Conclusion

In addition to presenting new multilingual corpora for named entity recogni-
tion, we have presented an initial analysis of the suitability and difficulty of the
data for each language. By identifying specific aspects such as the repetition
and ambiguity of NEs, we can make predictions of the performance of different
approaches, and the suitability of these corpora for their evaluation.

Orthographic classifiers, which use no global or external evidence, are the
most fundamental types of classifier used in NER systems. We have presented
three simple yet powerful language-independent techniques for representing both
word-internal and contextual data using a small number of real-valued attributes.
Our results, using under thirty attributes and simple machine learning are pre-
sented here in contrast to the trend of natural language learning systems to use
ever-increasing numbers of features [6].

Evaluating performance on both seen and unseen data provides greater un-
derstanding of the characteristics of a system. Probabilistic learned lists function
in much the same way as gazetteers, but can boost the performance on unseen
data by incorporating contextual evidence. Aggregate statistics gathered from
letter n-grams perform robustly across seen and unseen data, and were shown
to be capable of capturing useful orthographic structure even across writing sys-
tems. Tries, especially a combination of multiple tries, exploit prefix and suffix
information to give the most reliable single orthographic classification tested.

Given the wide range of possible linguistic cues that may or may not be
present in a given language, it is not reasonable to expect a single set of at-
tributes to always perform well. Instead, robust language independence will be
obtained through using a range of general techniques, and combining them in
an appropriate manner for each target language.
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This paper has not dealt with the classification of named entities, only their
recognition. The authors look forward to future recognition and classification
work using this diverse collection of languages.

References

[1] Xavier Carreras, Llúıs Màrques, and Llúıs Padró. Named entity extraction using
adaboost. In Proceedings of CoNLL-2002, pages 167–170. Taipei, Taiwan, 2002.
920

[2] Hai Leong Chieu and Hwee Tou Ng. Named entity recognition: A maximum
entropy approach using global information. In Proceedings of the 19th Interna-
tional Conference on Computational Linguistics (COLING 2002), pages 190–196.
Taipei, Taiwan, 2002. 912

[3] Satoshi Sekine Chikashi Nobata and Jun’ichi Tsuji. Difficulty indices for the
named entity task in japanese. In Proceedings of the Annual Meeting of the As-
sociation for Computational Linguistics (ACL-2000). Hong Kong, China, 2000.
912

[4] S. Cucerzan and D. Yarowsky. Language independent named entity recognition
combining morphological and contextual evidence, 1999. 910, 916

[5] Dan Klein, Joseph Smarr, Huy Nguyen, and Christopher D. Manning. Named
entity recognition with character-level models. In Proceedings of CoNLL-2003,
pages 180–183. Edmonton, Canada, 2003. 913

[6] James Mayfield, Paul McNamee, and Christine Piatko. Named entity recognition
using hundreds of thousands of features. In Proceedings of CoNLL-2003, pages
184–187. Edmonton, Canada, 2003. 920

[7] A. Mikheev, M. Moens, and C. Grover. Named entity recognition without
gazetteers, 1999. 915

[8] Jon Patrick, Casey Whitelaw, and Robert Munro. Slinerc: The sydney language-
independent named entity recogniser and classifier. In Proceedings of CoNLL-
2002, pages 199–202. Taipei, Taiwan, 2002. 916

[9] Erik F. Tjong Kim Sang. Introduction to the conll-2002 shared task: Language-
independent named entity recognition. In Proceedings of CoNLL-2002, pages
155–158. Taipei, Taiwan, 2002. 910

[10] Erik F. Tjong Kim Sang and Fien De Meulder. Introduction to the conll-2003
shared task: Language-independent named entity recognition. In Proceedings of
CoNLL-2003, pages 142–147. Edmonton, Canada, 2003. 910

[11] Erik F. Tjong Kim Sang and Jorn Veenstra. Representing text chunks. In Pro-
ceedings of EACL’99, pages 173–179. Bergen, Norway, 1999. 911

[12] Casey Whitelaw and Jon Patrick. Orthographic tries in language independent
named entity recognition. In Proceedings of ANLP02, pages 1–8. Centre for Lan-
guage Technology, Macquarie University, 2002. 916

[13] Casey Whitelaw and Jon Patrick. Named entity recognition using a character-
based probabilistic approach. In Proceedings of CoNLL-2003, pages 196–199.
Edmonton, Canada, 2003. 917, 919



©

{kangl,judy}@it.usyd.edu.au

bhkang@utas.edu.au

RinSCut

F



RinSCut 

•

•

RinSCut

RinSCut

d v x1 x2 xn n
xi i

TFi
i d

IDFi log N DFi DFi
i N xi



TFi×IDFi

Rocchio

k



RinSCut 

RinSCut

 

RinSCut
SCut RCut SCut

RCut
RinSCut

SCut RCut RinSCut stop sbottom
SCut R

T

vi  R T
R T

d c
Sim d  c Sim d  c stop Sim d  c
< sbottom Sim d  c stop sbottom

RinSCut



LRinSCut
RinSCut SCut

RinSCut

RinSCut c
stop c sbottom c

stop c sbottom c
c

c



RinSCut 

sbottom(c)  Sim(uncertain examples)  stop(c)

Sim(positive-certain examples)  stop(c)

Sim(negative-certain examples)  sbottom(c)

c

stop c
sbottom c

stop

KAN

KAN

KAN



KAN RinSCut KAN LRinSCut

•

•

•

F

F × × +

n
n

k
k

KAN RinSCut KAN+LRinSCut

F



RinSCut 

KAN RinSCut

F

F

F KAN RinSCut

KAN+ RinSCut

F KAN RinSCut
F



F
KAN LRinSCut RinSCut

KAN RinSCut F

KAN LRinSCut

F

F KAN LRinSCut

KAN+LRinSCut

F KAN LRinSCut
F



RinSCut 

RinSCut

KAN RinSCut
KAN LRinSCut





RinSCut 



The Effect of Evolved Attributes

on Classification Algorithms

Mohammed A. Muharram and George D. Smith

School of Computing Sciences
UEA Norwich, Norwich, England

m.muharram@uea.ac.uk , gds@cmp.uea.ac.uk

Abstract. We carry out a systematic study of the effect on the per-
formance of a range of classification algorithms with the inclusion of
attributes constructed using genetic programming. The genetic program
uses information gain as the basis of its fitness. The classification algo-
rithms used are C5, CART, CHAID and a MLP. The results show that,
for the majority of the data sets used, all algorithms benefit by the in-
clusion of the evolved attributes. However, for one data set, whilst the
performance of C5 improves, the performance of the other techniques
deteriorates. Whilst this is not statistically significant, it does indicate
that care must be taken when a pre-processing technique (attribute con-
struction using GP) and the classification technique (in this case, C5)
use the same fundamental technology, in this case Information Gain.

Keywords: Evolutionary algorithms, Knowledge discovery and Data
Mining.

1 Introduction

In this paper, we present the results of experiments in which a genetic program
is used to evolve new attributes which are non-linear functions of the original
attributes. The purpose of the attribute construction is to test the improvement
in performance of a range of classifiers on a number of public domain data
sets. This work should be viewed as complimentary to the work of [1], in which
the authors also evolved attributes using a GP and compared the classification
performance of C4.5 using the original attributes with that of C4.5 using the
augmented attribute set which included a new evolved attribute.

The reason we have chosen to extend their work is that the GP used in [1]
uses Information Gain Ratio as the fitness function, whilst the splitting criterion
in the decision tree algorithm C4.5 is also based on information gain ratio, see [2].
The question arises therefore, will another classifier, whose induction technique is
not based on information gain, also benefit from the inclusion of a new attribute
evolved using a GP with information gain as a fitness function, or is the process
biased towards C4.5?

The remainder of the paper is structured as follows: Section 2 presents a brief
review of attribute construction and the use of GP to evolve features, or at-
tributes. Section 3 describes the experimental methodology, the details of the

T.D. Gedeon and L.C.C. Fung (Eds.): AI 2003, LNAI 2903, pp. 933–941, 2003.
c© Springer-Verlag Berlin Heidelberg 2003
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data sets used and the parameters and settings used in the GP. The results are
presented in Section 4 and a summary in Section 5.

2 Attribute Construction

In data mining, when constructing classification models from data sets, the data
is normally presented as a fixed number of features, or attributes, one of which is
the discrete valued, dependent variable, or class. The purpose of classification is
to find a description of the class variable based on some or all of the other pre-
dicting variables. The representation of this description varies depending on the
particular induction technique used, and includes decision trees, rules, artificial
neural networks, Bayesian classifiers, and many others, see [3].

In this paper, we are primarily addressing the performance of a decision tree
classifier. A decision tree is typically constructed using a greedy, iterative process,
wherein, during the induction stage, each internal decision node is associated
with a test on one of the predicting attributes, the particular test being chosen
to optimise a measure relating to the splitting criterion. Successors of the internal
nodes are formed and the process is repeated at each successor node. In C4.5,
for instance, the splitting criterion is the Information Gain Ratio, see [2], whilst
in CART (Classification and Regression Trees), the splitting criterion is the Gini
index [4].

The success of any classification algorithm depends on its ability to represent
any inherent pattern in the data set, and hence depends on the set of predictive
attributes available, or its attribute vector. Techniques such as tree induction
typically assess the predictive ability of attributes on a one-by-one basis. In
other words, at each internal node of the tree, each attribute is analysed in turn
to measure its predictive power in terms of the class output. Any combination of
predicting attributes which presents a much stronger prediction may therefore
be missed, if the operators available to the induction process are insufficient to
identify that combination.

One approach to overcome this problem is to allow the induction process the
flexibility to identify and ‘construct’ these powerfully predictive combinations.
For instance, in the work of [5], where the authors use a feed forward neural
network to extract knowledge from corporate accounting reports, it is interesting
to note that the first hidden layer of nodes were inclined to construct ratios from
some of the raw accounting data. It is widely recognised that accounting ratios,
rather than the basic accounting data, are more useful in terms of what can be
deduced about a company’s financial status. Turning to decision trees, OC1 is
an oblique tree induction technique designed for the use with continuous real-
valued attributes. During the induction stage, OC1 considers linear combinations
of attributes, and partitions the data set into both oblique and axis-parallel
hyperplanes, [6].

Another approach is to construct new attributes which are combinations
of the original attributes, the objective of the construction technique being to
identify highly predictive combinations of the original attribute set and hence,
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by including such combinations as new features (attributes), to improve the
predictive power of the attribute vector, see [7]. In this paper, we restrict our
attention to the construction of new attributes, and in particular, to the use of
genetic programming to construct/evolve new attributes, see [8].

There are essentially two approaches to constructing attributes in relation to
data mining; one method is as a separate pre-processing stage, in which the new
attribute are constructed before any induction process, i.e. before the classifica-
tion algorithm is applied to build the model. The second approach is an inte-
gration of construction and induction, in which new attributes are constructed
within the induction process. The latter is therefore a hybrid induction algo-
rithm.

In [9], the author integrates the tree induction process with the attribute
construction process. At each internal node a new attribute is generated by one
of four types of construction algorithms. If this attribute is better (in terms of
the splitting criterion) than the original attributes and all previous constructed
attributes, then it is selected as the test for that node. Zheng applied this hybrid
to a range of data sets from the UCI repository, and found a general improvement
in the performance in terms of accuracy achieved.

In [7] and [10], the authors have developed a GP to evolve new Boolean
attributes from the original Boolean attribute vector. This was applied as a pre-
processing stage prior to testing the inclusion of the new attributes on parity
problems, using C4.5 and backpropagation [10] and quick-prop [7].

In a recent study [1], the authors use genetic programming as a pre-
processing, attribute construction technique. For each data set used, and for
each trial in a 10xCV test, a single new attribute was evolved using a GP with
Information Gain Ratio as the fitness function of the GP. Classification using
C4.5 was applied to the data set, both with and without the new attribute and
the results showed an improvement in the performance of C4.5 with the use of
the newly evolved attribute. However, in this study, it is notably that the ob-
jective function of the pre-processing technique, i.e. the attribute construction
GP, and the induction technique C4.5, both use Information Gain Ratio. One
is left asking, therefore, will a classifier whose induction process is not based on
information gain benefit, or indeed benefit as much as C4.5, with the inclusion
of an attribute which has been evolved by a GP with information gain as its
fitness function?

This paper addresses this question.

3 Experimental Details

3.1 Data Sets

The experiments are performed on 5 data sets, 4 of which were the data sets
used in [1] plus the BUPA Liver Disorder data set. All data sets are from the
UCI data repository, see www.ics.uci.edu/∼mlearn/MLRepository.html. Table 1
shows the number of cases, classes and attributes for each data set. Note that our
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Table 1. Data Sets used in experimental work

Data Set Cases Classes Attributes

Abalone 4177 28 8
Balance-scale 625 3 4
BUPA Liver Disorder 345 2 6
Waveform 300 3 21
Wine 178 3 13

GP considers all attributes to be real-valued variables. Thus the single Boolean
attribute in the Abalone data set is considered as real-valued for the purposes
of this study.

3.2 Methodology

The main aim of this work is to ascertain if classification using C5 (C4.5) is
advantaged in any way by the inclusion of a constructed attribute which has
been evolved by a GP which also uses information gain (as the fitness function).

Thus, in addition to using C5 to perform the classification, we use three other
classification methods, two of which are also decision tree algorithms whilst the
third is a feed forward neural net. The classification algorithms chosen are:

1. C5, a descendant of C4.5, a decision tree algorithm whose splitting criterion
is based on information gain, see [2];

2. CART, a decision tree algorithm whose splitting criterion is based on the
Gini index; see [4];

3. CHAID, a decision tree algorithm whose splitting criterion is based on
achieving a threshold level of significance in a chi-squared test, see [11];

4. MLP ANN.

For each data set we use 10-fold cross validation to compute the error rate.
Thus the data set is firstly partitioned into 10 subsets. For each trial, 9 of the
10 subsets are used as the training set whilst the remaining set is the test set.

The methodology is as follows: For each trial,

1. apply each classification algorithm to the training set (original attributes
only) and evaluate resulting models on test set,

2. evolve a single, new attribute from the training set using GP,
3. apply each classification algorithms on augmented training set (original at-

tribute set plus evolved attribute). Evaluate resulting model on the test set.

For both the classification using original attributes and that using the aug-
mented set, we then determine the average error rate over the 10 trials for each
algorithm. These are referred to respectively as Original and Augmented in the
results tables in the following section.
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Note that, like [1], the attribute construction is a pre-processing technique,
whilst [9], for example, integrated the tree induction and attribute construc-
tion processes. Thus, in this work, for each data set and for each classification
technique, the GP was run 10 times and the classification technique 20 times.

Note also that, for each trial, the attribute evolved by the GP may be differ-
ent.

3.3 The GP

The GP is designed to construct real-valued attributes from the original (as-
sumed) real-valued attributes of the data set. Thus the terminal set consists of
all the original attributes plus the constant “1”, whilst the function set consists
of the arithmetic operators +,-,*,%.

The initial population is created using a ramped half-and-half method, and
the size is fixed at 600. The GP was run for 100 iterations.

The selection method used is tournament, with a tournament size of 7. Mu-
tation and crossover are fairly standard, with mutation replacing nodes with like
nodes, and crossover swapping subtrees. Mutation rate is 50%, whilst crossover
rate is 70%.

The fitness function adopted here is Information Gain, see [2] and [1].
As [1] showed, limiting the size of the tree, and hence the complexity of the

constructed attribute, made little difference to the results. We also limit the
size of the constructed trees, choosing an upper limit of 40 nodes. Indeed, it
is worth mentioning here that some experiments were carried out without this
restriction. For the larger data sets, trees of the order of 200 nodes were being
generated. When we included the restriction, we noticed an improvement in the
fitness of the constructed attribute. However, further experimentation is needed
to validate this result.

4 Results

4.1 Error Rates

In Tables 2 to 5, we present the error rates (for the test sets) averaged over the
10xCV trials. In each table, the second column shows the error rate achieved by
the induction technique using the original attribute set. The figure after the ± is
the standard deviation of the accuracies over the 10 trials. In the final column,
we show the error rates achieved by the induction technique on the augmented
attribute set, i.e. the original attributes plus the single evolved attribute. [Note
that, in each of the 10 runs necessary for 10xCV, a new attribute was evolved
from scratch.]

For the purposes of comparison, we also show the results from [1], in which
C4.5 is used as the base classifier. The result we report for the augmented at-
tribute set for C4.5 is the best result from the 9 experiments carried out in [1]
for each data set (3 different tournament sizes and 3 different maximum tree
sizes).
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Table 2. Error rates for the Abalone data set

Abalone Original Augmented

C5 78.18 ± 1.91 77.70 ± 2.45
CHAID 76.45 ± 1.61 74.77 ± 2.62
CART 74.53 ± 2.31 73.84 ± 2.98
ANN 75.83 ± 1.58 75.30 ± 2.46

C4.5 [1] 79.20 ± 0.37 79.16 ± 0.36

Table 3. Error rates for the Balance-scale data set

Balance-scale Original Augmented

C5 22.42 ± 6.20 0.00 ± 0.00
CHAID 28.39 ± 5.17 5.65 ± 2.55
CART 29.19 ± 5.76 5.49 ± 2.18
ANN 10.32 ± 5.49 7.96 ± 4.02

C4.5 [1] 22.42 ± 1.34 7.78 ± 0.66

Table 4. Error rates for the BUPA data set

BUPA Original Augmented

C5 36.47 ± 6.68 32.35 ± 7.20
CHAID 40.00 ± 9.73 30.00 ± 6.17
CART 42.35 ± 8.34 35.59 ± 6.12
ANN 44.41 ± 8.60 37.06 ± 13.38

C4.5 - -

For the Abalone data set, Table 2 shows that, although all induction tech-
niques show an improvement using the augmented attribute set, the results are
barely significant. In fact, it has to be said that all classification algorithms per-
form rather badly with this data set, even with the evolved attribute. We include
these results, however, in order to compare our results with those of [1].

On the other hand, when we look at the results for the Balance data set,
in Table 3, we see a significant improvement in accuracy when we include the
evolved attribute, particularly for C5, in which the error rate for the test set
was 0 in all 10 trials. Indeed, the accuracies of all the decision tree techniques
are improved by around 23%. The ANN, although having a better performance
than the other classifiers with the original attributes, also improves performance
with the augmented attribute set, but not so dramatically, and indeed less signif-
icantly if we take the standard deviations into account. It is also worth pointing
out that, for the Balance-scale data set, not only are the error rates reduced
significantly, but the standard deviations are also reduced showing a more con-
sistent performance, particularly for the decision tree models.



The Effect of Evolved Attributes on Classification Algorithms 939

Table 5. Error rates for the Waveform data set

Waveform Original Augmented

C5 22.86 ± 1.85 19.50 ± 1.67
CHAID 28.36 ± 1.81 24.92 ± 2.30
CART 29.00 ± 2.14 24.10 ± 1.37
ANN 18.76 ± 1.00 16.20 ± 1.87

C4.5 [1] 25.06 ± 0.66 22.22 ± 0.49

Table 6. Error rates for the Wine data set

Wine Original Original + New
Attributes Attribute

C5 7.06 ± 8.23 5.29 ± 7.04
CHAID 17.06 ± 8.06 17.65 ± 8.77
CART 17.65 ± 8.77 19.41 ± 8.79
ANN 4.71 ± 6.08 5.66 ± 5.52

C4.5 [1] 6.48 ± 2.05 3.54 ± 1.30

Table 4 shows the average error rates for the BUPA data set. Once again, all
classifiers have improved their performance with the augmented set. However, the
relatively large standard deviations represent a more inconsistent performance all
round, even with the augmented attribute set. The story is much the same with
the Waveform data set, see Table 5, with all classifiers showing an improvement
with inclusion of an evolved attribute, although only barely significantly.

Finally, turning attention to the Wine data set, the results in Table 6 show
that, while the performance of C5 has marginally improved with the augmented
attribute, the performance of each of the other classifiers has deteriorated.

Although not statistically significant, bearing in mind the standard devia-
tions, the results in Table 6 are significant in that the performance of C5, a clas-
sifier based on information gain, has improved with the inclusion of an attribute
evolved using information gain, whilst other classifiers have not.

The results shown in Tables 2 to 6 generally support those of [1], in that
attribute construction using genetic programming can generate improvements
in the performance of a classifier, sometimes significantly so, as in the case of
the Balance-scale data set.

If we measure the absolute improvement in performance for each classifier,
averaged out over all the data sets, then, using the evolved attribute, C5 manages
an overall 6.43% improvement in accuracy, CHAID achieves a 7.46% improve-
ment, CART 6.86% and ANN 2.37%. It cannot be concluded from these results,
therefore, that C5 has any advantage over the other classifiers with the inclusion
of a feature evolved using a GP with information gain as a fitness measure.
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Table 7. Difference in error rates between the training and the test sets

C5 CHAID CART ANN

Data set Orig. Aug. Orig. Aug. Orig. Aug. Orig. Aug.

Abalone 45.41 48.15 6.54 5.22 5.41 5.78 0.98 0.97
Balance 12.21 0.00 10.73 0.94 11.78 0.73 1.60 0.54
BUPA 24.03 16.95 11.29 7.94 21.10 17.17 2.26 3.36
Wave 12.70 9.44 12.70 10.76 15.40 12.72 1.19 0.87
Wine 5.76 4.80 7.18 8.64 7.77 11.84 1.66 3.55

average 20.02 15.87 9.69 6.70 12.29 9.64 1.54 1.86

However, the results in Table 6 would suggest caution when including a new
attribute that has been evolved using a GP with information gain as a fitness
function.

4.2 Training and Test Error Comparison

We turn our attention now to the issue of the relative performance of the clas-
sifiers on the training and the test sets.

Each entry in Table 7 represents the difference in error rate between the
training and test set, averaged over the 10xCV sets. The results for C5 on the
Abalone data set are somewhat exaggerated due to the vast difference in accuracy
between training and test sets. However, it is notable that all three tree induction
methods suffer significantly from overtraining, but the inclusion of the evolved
attribute reduces this (Aug. columns). The ANN suffers less from overtraining,
with and without the evolved attribute.

5 Conclusions

In this paper, we have used a GP, with information gain as the fitness function, to
evolve a new attribute which is a non-linear function of the original, real-valued
attributes. This was done as a pre-processing stage in a data mining exercise to
build classification models for a number of public domain data sets.

We compared the performance of 4 classifiers (C5, CHAID, CART and ANN)
with and without the new attribute, to ascertain if C5 was benefiting more than
the other classifiers on the basis that its splitting criterion is also based on infor-
mation gain, see [1]. We have found no evidence that C5 has an advantage over
the other classifiers, and that, in general, all classifiers benefit from the inclusion
of an evolved attribute. Only in one data set did we notice an improvement for
C5 whilst the performance of the other classifiers deteriorated when the evolved
attribute was included.

Whilst this study was primarily aimed at decision tree algorithms, and their
potential to benefit from the inclusion of an attribute evolved using a GP with
information gain as a fitness function, a fuller study is underway to investigate
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the effect on classifier performance when attributes are evolved using a more
generic fitness function.
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of recipes, real estates, used cars, hotels and syllabi are typical examples
of such pages. We call them a series of Web documents. A series of Web
pages have the same appearance when a user views them with a browser,
because it is often the case that they are written with the same tag
pattern. The method uses the tag-pattern as the common structure of
the Web pages.
Individual contents of the pages appear as plain texts embedded be-
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of plain texts. The plain texts in the same relative position can be inter-
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in almost all pages. These constant texts can be considered as attribute
names. “Location”, “Rating” and “Travel from Airport” are examples
of such constant texts for pages of hotel information. If the frequency
of a text is higher than a threshold, we accept it as a component of
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If we mark a constant text with “N” and a variable text with “V”, the
sequence of plain texts forms a series of N’s and V’s. A page in a series
contain two kinds of NV sequence pattern. The first pattern is (NV )n,
which we call vertical, where an attribute value follows the attribute
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and can construct records from a series of Web pages.
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1 Introduction

Due to the rapid spread of the Web, huge amounts of information in various for-
mats are available on the Web. In order to extract useful information from huge
Web pages, there are many research tasks such as extraction of knowledge from
semistructured data or HTML files [2, 4, 9], topical crawling which automati-
cally collects Web pages of user’s topics [1, 3], and integration of semantically
homogeneous information which is heterogeneous in representation.

We are constructing an information integration system utilizing Web pages
on specific topics. In order to realize such an information integration system, we
need to realize the following subtasks: collection of Web pages on a specific topic,
classification of the collected Web pages, information extraction from Web pages,
and construction of a database of extracted information. However, Web pages
on a specific topic are available in multiple Web sites of different formats. To
resolve differences between multiple databases, the database schema is necessary
for each source and metadata is necessary as an integration target.

There have been many efforts to construct metadata for this purpose. But it
is not a trivial task. In this paper we propose a new method for semi-automatic
construction of metadata from a series of Web pages [14]. A series of Web pages
are pages that are located in a site and are linked from a listing page in the
site. Web pages of recipes, real estates, used cars, hotels and syllabi are typical
examples of such pages. These series of pages can be searched with a phrase “list
of” and a keyword of the topic.

In most cases, a series of Web pages are in the same site and are linked from
a page of contents in the site. We call the source page of the links as a page of
type A. The Web pages that are linked from the page of type A are called pages
of type B

A key problem in Web Mining is the separation of the structure and the
contents from an HTML file. A series of Web pages have the same appearance
when a user views them with a browser, because it is often the case that they are
written with the same tag-pattern. The proposed method uses the tag-pattern
as the structure of the Web pages. Individual contents of the pages appear as
plain texts embedded between two consecutive tags. If we remove the tags, it
becomes a sequence of plain texts. The plain texts in the same relative position
can be interpreted as attribute values if we presume that the pages represent
records of the same kind. Most of these plain texts in the same position vary

A
B

B
B

TypeA TypeB

Link list
(Table of Contents) Each content pages

B

Fig. 1. Link Structure of a Series of Web Pages
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HTML
TAG
plain text

constant
RECORD NAME
ATTRIBUTE NAME

variable
ATTRIBUTE VALUE

Fig. 2. Structure and Contents of HTML Files

page to page. But, it may happen that the same texts show up at the same
relative position in almost all pages. These constant texts can be considered as
attribute names. “Location”, “Rating” and “Travel from Airport” are examples
of such constant texts for pages of hotel information. If the frequency of a text is
higher than a threshold, we accept it as a component of metadata. Our solution
is to use (TAG, RECORD NAME, ATTRIBUTE NAME) as the structure, and
ATTRIBUTE VALUE as contents (see Fig. 2).

If we mark a constant text with “N” and a variable text with “V”, the
sequence of plain texts forms a series of N’s and V’s. A page in a series contains
two kinds of NV sequence pattern. The first pattern is (NV )n, which we call
vertical, where an attribute value follows the attribute name immediately. The
second pattern is NnV n, which we call horizontal, where names occur in the
first row and the same number of values follow in the next row. Thus we can
understand the meaning of values and can construct records from a series of Web
pages.

Making content-related metadata plays an important role in information in-
tegration on Web pages. As the extensive studies on the Semantic Web, RDF and
RDF schema show, extraction of meaningful metadata describing the contents
of Web pages is the key to realize an information integration system. However,
almost all Web pages in the current WWW are HTML files and the acquisi-
tion of appropriate metadata is still a major problem to realize such a system.
Hence we propose a new method for semi-automatic construction of metadata
from a series of Web pages as a realistic method for implementing information
integration on the Web pages.

In order to extract a template specific to a series of Web pages, our method
uses a measure of structural similarity among Web pages. Measuring the struc-
tural similarity among semistructured data has been an active research topic [4,
5, 6, 8, 10] and it is fundamental to many applications such as integrating Web
data sources. The authors have proposed a method for extracting a common tree
structured pattern from semistructured data [11]. This extraction method can
be applied to extracting a template specific to a series of Web pages.

Umehara et al. [14] targeted a series of Web pages. But their aim is not in
generating metadata, but in transforming a series of HTML files into a series of
corresponding XML files. Their method requires a user to prepare transformation
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examples. Stuckenschmidt et al. [17] proposed a knowledge-based approach for
metadata validation and generation but their approach is within a framework
of ontology. Handschuh et al. [16] proposed a general framework for creation
of semantic metadata in the Semantic Web but the framework does not deal
with raw data of Web pages. Arakas et al. [2] proposed an extraction method
of metadata from Web pages in a Web site but do not consider information
integration using metadata.

These works focus on some of the subtasks such as extracting a template
or making metadata. But our aim is to construct a total system of information
integration utilizing Web pages on specific topics. We believe that our method
will be improved by using the methods of these related works.

This paper is organized as follows. In Section 2, we explain the idea with
the Web documents of hotel information. In section 3, we propose a method for
extracting records from a series of Web pages by transforming the pages into
tag sequences. Then the metadata is constructed as a list of strings that appear
in the same position of all the records. In section 4 and 5, we give a method for
combining the names and the values of attributes. In Section 6 we conclude this
paper.

2 Metadata for “Hotel”

In this section, we explain the idea of constructing metadata for “hotels”. An
online hotel reservation site “Bookingsavings” 1 has lists of hotels for many
destinations. For example, a list of hotels in Perth is displayed in Fig. 3.

The list has 20 links to the pages of detailed information of the hotels, where
“Rating”, “Rates”, “Room facilities”, “Hotel facilities”, “Location”, “Travel
from Perth Airport”, “Travel from railway Station”, “Children/extra bed” and
“Places of interest nearby” are displayed in the same pattern as we see in Fig. 4.

The page for “Novotel Vines Resort” contains “Wineries”, “Historic Sites”
and “Local Attractions” but does not contain other fields. Nevertheless, 19 pages
are written with the same pattern. We describe the pattern as the following tag-
sequence, where “*” represents the positions of texts which vary hotel to hotel.
� �

html head title * meta meta meta meta link /head body div table tr td

img /td /tr tr td div * * * /td /tr /table table tr td br table tr td

img /td /tr /table div * div * br a img /a br br span * * img img img

/span br span * * * br br div * br div * br div * br div br li b * *

br li b * * br li b * * br li b * * br li b * * br li b * * br li b *

* br br /td /tr tr td a * * * * * * * /td /tr /table table tr td img

/td /tr /table a * /div /body /html

� �

The pattern contains 36 such fields or texts. These 36 texts form a record of
each hotel information. The fields are classified as common parts and individual
1 http://www.bookingsavings.com/asia pacific/australia/perth/index.shtml
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Fig. 3. A List of Hotels in Perth Fig. 4. A Page of Detailed Information
of a Hotel

parts according to the frequency. The common parts appear as the names of
fields of the record. A field with frequency 19 represents a name of an attribute.
On the other hand, the texts in a field with frequency 1 vary according to each
HTML page. There may be some exception, as in the 25th field of “Ascot Inn
Hotel”, where “Extra bed” is used instead of “Childbed/extra bed” and as in
the 23rd field of “City Waters Hotel”, where “Travel from Perth” is used instead
of “Travel from Perth Airport”.

3 Metadata Construction Algorithm

In this section, we describe an algorithm for constructing metadata given a key-
word. Fig. 5 shows the algorithm.

In the first step, we send the keyword to a search engine for collect-
ing pages related to a topic. Here we send the keyword augmented with the
phrase “list of”. Thus we obtain Web pages which are supposed to have
many links to related pages. These are the pages of “type A” as we ex-
plained in the previous section. A page of type A contains many links to
the desired pages, i.e., pages of “type B”. But it may contain other kind of
links, e.g., links to the top pages and links to famous pages. It is often the
case that the pages of ”type B” are located in the same directory in the
same site. Such directory is calculated with the base URL. For example, the
HTML files of the hotels in Section 2 are in http://www.bookingsavings.com/
asia pacific/australia/perth/hotels/. The pages which are linked from the
page of type A and are in the directory are the pages of type B.
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Table 1. Contents and Frequency

field frequency contents
1 1 Sullivans Hotel Perth - Perth Discount Hotels
2 1 Sullivans Hotel Perth, Perth discount hotels ...
3 1 View photos, ... at Sullivans Hotel Perth
4 1 Save on room prices at Sullivans Hotel Perth, Perth.
5 1 Sullivans Hotel Perth, Perth
6 1 166 Mount Bay Road Perth Australia
7 19 Rating:
8 19 &#160;
9 19 Rates:
10 19 &#160;
11 1 Minimum 110.00 AUD - Maximum 130.00 AUD
12 1 Sullivans Hotel Perth Description
13 1 Overlooking the City and the Swan River, ...
14 1 Sullivans Hotel Perth Services
15 16 Room facilities
16 1 - All rooms have TV, in-house movies, ...
17 19 Hotel facilities
18 1 - Bar, restaurant, room service, ..
19 19 Location
20 1 - City - nest to Kings Park.
21 7 Travel from Perth Airport
22 1 - Taxi from airport (about AU$ 28, 30 minutes)....
23 8 Travel from railway station
24 1 - Taxi from railway station (about AU$ 5, 5 minutes)....
25 6 Children/extra bed
26 1 - Maximum 2 children are allowed to stay ...
27 19 Places of interest nearby
28 1 Kings Park, Swan River.
29 19 Worldwide Hotels
30 19 –
31 19 Asia Pacific Hotels
32 19 –
33 19 Australia Hotels
34 19 –
35 19 Perth Hotels
36 19 Copyright, terms and conditions.

The second step is to obtain the common tag-pattern of pages of type B. It
is obtained as the tag-sequence for a Web page which belongs to the maximal
cluster with respect to the tag-sequence mapping. To use the tag-sequence is
introduced in [12]. The tag-sequence mapping is a function from an HTML file
to the tag-sequence of the file. It eliminates attributes of tags and deletes textual
contents which appear outside of HTML tags. The maximal cluster is defined
as follows. Let f be a mapping from a set X to a set Y . A cluster in X with
respect to f is an inverse image of y ∈ Y with respect to f , i.e., f−1(y) = {x ∈
X | f(x) = y}. A cluster is maximal if the number of elements in the cluster is
maximal.

The 3rd step is to extract the contents from pages of type B using the tag-
sequence. We do not need pattern matching at this stage. Because, we already
obtain the corresponding contents when we calculate the tag sequence of the
HTML file. At this stage, the i-th page a[i] of type B is represented as a list
a[i, 1], a[i, 2], ..., a[i, n] of strings. Since the pages of type B are supposed to have
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the same tag sequence, the length n of this strings is the same to all pages of
type B. Thus a page of type B is transformed into a record with n-fields.

The final step is to classify the fields and distinguish the names of the at-
tributes and the values of the attributes. If all j-th fields have the same string,
we consider the field represents the name of the attribute whose contents follow
in the sequel. Conversely, the attribute values vary one by one. So, we distinguish
the names and the values of attribute by the frequency of the strings among the
same fields.

4 Alignment of Names and Values

We can consider an HTML page to be a merged sequense (T1, P1, T2, P2, · · · ,
Tn, Pn, Tn+1), where Ti is a tag and Pj shows a text. A series of Web pages
H1, H2, · · · , Hm have the same tag-sequence, so that the sequence of plain texts
(P i

1 , P
i
2, · · · , Pn

i) can be extracted uniformly from each page Hi(i = 1, · · · ,m).
The plain text P i

j in the j-th position may be an attribute name or an
attribute value. In the previous section, we showed an algorithm to distinguish
names and values according to the frequency of the text. In this section and next
section, we explain how to name the values or how to bind names and values.

Consider a series of pages of “used cars” as an example. Characteristic key-
words of these pages are “maker”, “model”, “year”, “mileage”, “color” and so
on. These keywords are the attribute names and are displayed with attribute
values aligned vertically or horizontally when we see the pages with a browser
(Fig. 6). In both cases of alignment, a name and the corresponding value are
displayed close to each other. Such display improves the visual effect and helps
user’s comprehension.

Imagine that we have a series of pages as in Fig. 7 and that we know that F1

is a name. Where does a corresponding value appear? If F3 is another instance
of name, the value for F1 should be F2. If F2 is a name, then the value for F1

should be F3. Thus, if names are aligned vertically the corresponding value
appears horizontally next to the name. If names are aligned horizontally, the
corresponding value appears vertically next to the name.

5 Binding Name and Value by NV Sequence

Fig. 8 shows a series of syllabus pages at “Anan National College of Technol-
ogy”2.

The page of type A in Fig. 8 (a) has 44 links. Three of them are the links
to the top pages of the site, the college and the syllabi. The other 41 links are
the links to course pages or pages of type B, e.g., “Applied mathematics”(Fig. 8
(b)), “Circuit theory”, “Electromagnetics” and so on. These pages have the same
template of 31 fields shown in Table 2. The second column “Freq.” shows the
frequency of the field text. For example, the 4th field text “course” appears in
2 http://www.anan-nct.ac.jp/gakka/syllabus/h13/curri e.html
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procedure Pattern-and-Bs {
Input: a listing page a;
Output: tag-pattern;

X = the list of pages linked from a;
B = the maximal cluster in X w.r.t. base();

D = d1, ..., dm = the maximal cluster in B w.r.t. tag();
p = p1. ∗ .p2. ∗ .... ∗ .pn. ∗ .pn+1 the tag-sequence tag(d1);
return(p, B);

}

procedure ExtractFields {
Input: a tag-pattern p = p1. ∗ .p2. ∗ .... ∗ .pn. ∗ .pn+1;

an HTML file h;
Output: a record a = (a[1], a[2], ..., a[n]);

if tag(h)=p {
a[i] = the i-th variable parts ”*” in h;

}
return (a[1], a[2], ..., a[n]);

}

procedure NameValueSeparation {
Input: a1, ..., am : a list of records of the same fields,

i.e., ai = (a[i, 1], ..., a[i, n]);
α : a threshold;

Output: a list nv of ”N” and ”V” of length n;

function g(i) = a[i,j] the j-th field of i-th record;
for( j = 1; j <= n; j + + ) {

weight[j] = the number of elements of maximal cluster w.r.t. g()
in {1, 2, · · · , m}
if ( weight[j] > α) {

nv[j] = ”N”;
} else {

nv[j] = ”V”;
}

}
return nv;

}

main {
Input: a keyword w;
Output: a list of keywords;

SearchResult = search(”list of ” + keyword);
(p, B) = Pattern-and-Bs(SearchResult);
C = map { λ(h) ExtractFields(p, h) } B;

NV = NameValueSeparation(C);
return the names of NV ;

}

Fig. 5. Metadata Construction Algorithm.

41 pages, i.e., in all pages. A field text which appears in all pages is an attribute
name or a common text to the site, such as a site name.

Field texts of Web documents in a series can be classified in two types.

N : Constant text that appears in almost all pages at the same position.
V : Variable text that varies page to page.
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Maker Mitsubishi

Model Lancer Evolution

Year 2003

Mileage 100

Color Yellow

(a) Vertical Alignment

Maker Model Year Mileage Color

Mitsubishi Lancer Evolution 2003 100 Yellow

(b) Horizontal Alignment

Fig. 6. Name Value Alignment
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(a) page of type A

(b) page of type B

Fig. 8. A Syllabus Page of Anan National College of Technology

“N” stands for name and “V” stands for value. Then we can describe the
alignment of a page with some NV sequences NnV n. The i-th value is obtained
at the position of i-th V .
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Table 2. Appearance frequency of fields.

Field Freq. Word(s) Word(s)
No. (translated) (in Japanese)

1 41 Syllabus シラバス
2 41 Dept. Elec. eng. 電気工学科
3 41 Grade 学年
4 41 Course 授業科目名
5 41 Code 科目コード
6 41 Lecturer Name 担当教官名
7 41 Period 開講期
8 41 Credit 単位数
9 41 elective or required 必・選

10 10 5th degree ５年
15 4th degree ４年

14 28 First term, Second term 前期 後期
15 14 1 １

24 2 ２
16 17 elective (optional) 選択

24 required (compulsory) 必修
17 41 Course Goal 授業目標 教育方針
19 41 Abstract 授業概要
21 41 Message to students 受講者へのメッセージ
23 41 Text books, Teaching Materials, Reference books 教科書 教材 参考資料
25 41 Class type 授業形式
27 41 Evaluation 成績評価 の方法
29 41 Keywords, MISC. キーワード その他
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Fig. 9. Frequency and Length of Field Texts

Table 2 displays the names of high frequency. Note that another characteristic
feature of value fields is that the length is relatively large.

Fig. 9 shows the frequency and the length of field texts. We can see that the
text length is short and the frequency is high for the fields 1-9. On the other
hand, the texts in the fields 10-16 are relatively long and have low frequency. If
we see the fields 1-17 closely, we notice a discrepancy of the number of names
(9) and the number of values (7). The first and second name fields are the cause
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of the mismatch. There is no value corresponding to these “N”. This kind of
name can be considered as a record name instead of an attribute name. Thus
we have the NV sequence N2N7V 7(NV )7 and we can confirm that the record
has 14 attributes.

6 Conclusion

We proposed a method for constructing metadata from a series of Web docu-
ments. It is often the case that a site provides many Web pages for a specific
contents. Moreover these pages look very similar, because they are written with
the same template HTML file. We used the common tag-sequence as the tem-
plate of these pages. The individual contents of the pages are surrounded by
these tags. The i-th string enclosed by the i-th and i + 1-st tags can be con-
sidered as the i-th field of the record. If all of the i-th field are identical and
can be considered as a constant, it does not represent the value but the name
of an attribute in the record. The method we proposed uses the frequency of
the string in the same field to distinguish the name and the value. The fields of
names form a metadata for the series of Web documents.

Metadata construction is one of the key steps for integrating Web documents.
The core idea of the method is to use the frequency of texts that appear in the
same position of the similar semi-structured documents. The tag-sequence is
used in the present paper, but there are many other similarity measurements
that can be applied for detecting the similarity and for extracting a template of
Web documents [5, 6, 7]. These approaches will improve the robustness of the
proposed method.
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Abstract. An implemented, efficient, propositional non-monotonic
logic, called Constructive Plausible Logic, is defined and explained.
Several important properties enjoyed by this logic are stated. The
most important property, relative consistency, means that whenever
the set of axioms is consistent so is the set of all formulas proved
using defeasible information. Hence the non-monotonic deduction
mechanism is trustworthy. This is the first Plausible Logic which has
been proved to be relatively consistent. Constructive disjunction is
characterised by the property that a disjunction can be proved if and
only if at least one of its disjuncts can be proved. Constructive Plausible
Logic uses constructive disjunction. Moreover the ambiguity propa-
gating proof algorithm is simpler than the one in Billington and Rock [4].

Keywords: Nonmonotonicity; Common-sense reasoning; Logic; Knowl-
edge representation.

1 Introduction

In the late 1980s Nute [6] introduced a non-monotonic reasoning formalism called
Defeasible Logic. It was a propositional logic which dealt with uncertain and in-
complete information, as well as factual information. However the uncertainty
and incompleteness was not represented by numbers. Moreover the reasoning was
based on principles rather than on the manipulation of numbers. So probabili-
ties and certainty factors have no place in Defeasible Logic. Defeasible Logic has
many desirable properties, but perhaps the most important of these is a deter-
ministic polynomial deduction procedure which enables a straightforward imple-
mentation of this logic. However, Defeasible Logic can neither represent nor prove
disjunctions. In the late 1990s Billington [2] introduced Plausible Logic which
was based on Defeasible Logic but which could represent and prove clauses. Both
Defeasible Logic and Plausible Logic have a syntax which distinguishes between
formulas proved from just the facts or axioms, and those proved using defeasible
information.

T.D. Gedeon and L.C.C. Fung (Eds.): AI 2003, LNAI 2903, pp. 954–965, 2003.
c© Springer-Verlag Berlin Heidelberg 2003



Constructive Plausible Logic Is Relatively Consistent 955

Relative consistency means that whenever the set of axioms is consistent so is
the set of all formulas proved using defeasible information. Relative consistency
is important because it shows that the non-monotonic deduction mechanism
does not create inconsistencies. The incorporation of disjunction makes prov-
ing relative consistency very difficult. Indeed relative consistency has not been
proved for the Plausible Logic introduced in Billington and Rock [4].

Constructive disjunction is characterised by the property that
∨
L can be

proved if and only if at least one element of L can be proved. With classical
disjunction it is possible to prove

∨
L and not be able to prove any element

of L. Experience with translating business rules and regulations into Plausible
Logic indicates that often only constructive disjunction is needed. For example,
the eligibility criteria for becoming a member of the IEEE is a disjunctive list,
which means that if at least one criterion in the list is satisfied then the candi-
date is eligible. In general constructive disjunction is exactly what is needed for
any disjunctive list of eligibility criteria. The fact that constructive disjunction
is computationally simpler than classical disjunction means that constructive
disjunction may be just the right compromise between computational efficiency
and expressive power. Certainly Constructive Plausible Logic is much more ex-
pressive than Defeasible Logic.

The purpose of this paper is to define, and give some intuitions about, a Plau-
sible Logic which is relatively consistent. All attempts at proving relative con-
sistency for many different Plausible Logics with a non-constructive disjunction
have failed. As this paper shows, when the simpler constructive disjunction is
used then relative consistency can be proved.

A separate issue is that of ambiguity. An atom a is ambiguous if and only if
neither a nor its negation, ¬a, can be proved. Suppose there is evidence for b. If a
is ambiguous and a is evidence for ¬b then what should be concluded about b?
A logic is ambiguity blocking if it can conclude b; and it is ambiguity propagating
if b is ambiguous, because the ambiguity of a has been propagated to b.

The Plausible Logic presented in this paper has a simplified ambiguity prop-
agating proof algorithm compared to the Plausible Logic in Billington and
Rock [4]. The ambiguity propagating proof algorithm of Billington and Rock [4]
required an auxiliary proof algorithm. No such auxiliary algorithm is needed in
this paper.

Section 2 of this paper defines and explains Constructive Plausible Logic.
Section 3 presents the main results. Unfortunately space limitations allow the
inclusion of only the proof of the main theorem on relative consistency. However
all the proofs are in Billington [3]. Section 4 describes our implementation of
Constructive Plausible Logic, and contains an example of a reasoning problem
and its automated proof. Section 5 is the conclusion.

2 Constructive Plausible Logic

We begin by establishing our basic notation and terminology. We often abbre-
viate “if and only if” by “iff”. X is a subset of Y is denoted by X ⊆ Y ; the
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notation X ⊂ Y means X ⊆ Y and X �= Y , and denotes that X is a proper
subset of Y . The empty set is denoted by {}, and the set of all integers by Z.
If m and n are integers then we define [m..n] = {i ∈ Z : m ≤ i ≤ n}. The car-
dinality of a set S is denoted by |S|. The length of a sequence P is denoted by
|P |. Let P = (P (1), P (2), . . . , P (|P |)) be a finite sequence. If i ∈ [1..|P |] then
P [1..i] = (P (1), . . . , P (i)), and if i = 0 then P [1..i] = (), the empty sequence.
The notation x ∈ P means that there exists j in [1..|P |] such that x = P (j).
And x /∈ P means not(x ∈ P ). The concatenation of a sequence P onto the be-
ginning of the sequence Q is denoted by P&Q. Let S be any set. It is sometimes
convenient to abbreviate “for all x in S” by “∀x ∈ S”. Also “there exists an x
in S such that” is sometimes abbreviated to “∃x ∈ S such that”, and sometimes
to just “∃x ∈ S”. P(L) is the powerset of L. When convenient we abbreviate
“for all I in P(S)” by “∀I ⊆ S”. Also “there exists an I in P(S) such that” is
sometimes abbreviated to “∃I ⊆ S such that”, and sometimes to just “∃I ⊆ S”.

Our alphabet is the union of the following four pairwise disjoint sets of sym-
bols: a non-empty finite set, Atm, of (propositional) atoms; the set {¬,

∧
,
∨
, →,

⇒, ⇀} of connectives; the set {+, −, δ, γ, π} of proof symbols; and the set of
punctuation marks consisting of the comma and both braces. By a literal we
mean any atom, a, or its negation, ¬a. A clause,

∨
L, is the disjunction of a

finite set, L, of literals.
∨
{} is the empty clause or falsum and is thought of

as always being false. If l is a literal then we regard
∨
{l} as another notation

for l and so each literal is a clause. A clause
∨
L is a tautology iff both an atom

and its negation are in L. A contingent clause is a clause which is not empty
and not a tautology. A dual-clause,

∧
L, is the conjunction of a finite set, L,

of literals.
∧
{} is the empty dual-clause or verum and is thought of as always

being true. If l is a literal then we regard
∧
{l} as another notation for l and

so each literal is a dual-clause. Thus
∧
{l} = l =

∨
{l}. Neither the verum nor

the falsum are literals. The verum is not a clause, and the falsum is not a dual-
clause. A cnf-formula,

∧
C, is the conjunction of a finite set, C, of clauses. A

dnf-formula,
∨
D, is the disjunction of a finite set, D, of dual-clauses. If c is

a clause then we regard
∧
{c} as another notation for c. If d is a dual-clause then

we regard
∨
{d} as another notation for d. Thus both clauses and dual-clauses

are both cnf-formulas and dnf-formulas. By a formula we mean any cnf-formula
or any dnf-formula. The set of all literals is denoted by Lit ; the set of all clauses
is denoted by Cls ; the set of all dual-clauses is denoted by DCls ; the set of all
cnf-formulas is denoted by CnfFrm; the set of all dnf-formulas is denoted by
DnfFrm; and the set of all formulas is denoted by Frm. Frm is finite.

We define the complement, ∼f , of a formula f and the complement, ∼F , of
a set of formulas F as follows. If f is an atom then ∼f is ¬f ; and ∼¬f is f . If L
is a set of literals then ∼L = {∼l : l ∈ L}. If

∨
L is a clause then ∼

∨
L =

∧
∼L.

If
∧
L is a dual-clause then ∼

∧
L =

∨
∼L. So the complement of a clause is

a dual-clause, and the complement of a dual-clause is a clause. In particular the
falsum and the verum are complements of each other. If E is a set of clauses
or a set of dual-clauses then ∼E = {∼e : e ∈ E}. If

∧
C is a cnf-formula then

∼
∧
C =

∨
∼C. If

∨
D is a dnf-formula then ∼

∨
D =

∧
∼D. So the complement
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of a cnf-formula is a dnf-formula, and the complement of a dnf-formula is a cnf-
formula. If F is a set of formulas then ∼F = {∼f : f ∈ F}. Both Lit and Frm
are closed under complementation.

The information with which constructive plausible logic reasons is either
certain or defeasible. All the information is represented by various kinds of
rules and a priority relation on those rules. Define r to be a rule iff r =
(A(r), arrow (r), c(r)) where A(r) is a finite set of literals called the antecedent
of r, arrow (r) ∈ {→, ⇒, ⇀}, c(r) is a literal called the consequent of r, c(r) /∈
A(r), and ∼c(r) /∈ A(r). A rule r which contains the strict arrow, →, is called
a strict rule and is usually written A(r) → c(r). A rule r which contains the
plausible arrow, ⇒, is called a plausible rule and is usually written A(r) ⇒ c(r).
A rule r which contains the defeater arrow, ⇀, is called a defeater rule and is
usually written A(r) ⇀ c(r). The antecedent of a rule can be the empty set. The
set of all rules is denoted by Rul . Rul is finite.

Strict rules, for example A → l, behave like the material conditional. If all
the literals in A are proved then l can be deduced. Plausible rules, for example
A ⇒ l, represent some of the aspects of a situation which are plausible. If all
the literals in A are proved then l can be deduced provided that all the evidence
against l has been defeated. So we take A ⇒ l to mean that, in the absence of
evidence against l, A is sufficient evidence for concluding l. A defeater rule, for
example A ⇀ ∼l, is evidence against l, but it is not evidence for ∼l. A ⇀ ∼l can
be defeated by defeating

∧
A. Defeater rules can be used to prevent conclusions

which would be too risky. For instance, given the rules a⇒ b and b⇒ c it may
be too risky to conclude that things with property a usually have property c. In
which case we could add the defeater rule a ⇀ ∼c. In this case adding a ⇒ ∼c
would be wrong because having property a is not a reason for having property
∼c, indeed it is a weak reason for having property c.

Let R be any set of rules. The set of antecedents of R is denoted by A(R);
that is A(R) = {A(r) : r ∈ R}. The set of consequents of R is denoted by c(R);
that is c(R) = {c(r) : r ∈ R}. We denote the set of strict rules in R by Rs, the
set of plausible rules in R by Rp, and the set of defeater rules in R by Rd. Also
we define Rpd = Rp ∪Rd and Rsp = Rs ∪Rp.

Let l be any literal. If C is any set of clauses define C[l] = {
∨
L ∈ C : l ∈ L}

to be the set of all clauses in C which contain l. If R is any set of rules and L is
any set of literals then define R[l] = {r ∈ R : l = c(r)} to be the set of all rules
in R which end with l; and R[L] = {r ∈ R : c(r) ∈ L} to be the set of all rules
in R which have a consequent in L.

Any binary relation, >, on any set S is cyclic iff there exists a sequence,
(r1, r2, . . . , rn) where n ≥ 1, of elements of S such that r1 > r2 > . . . > rn > r1.
A relation is acyclic iff it is not cyclic. If R is a set of rules then > is a priority
relation on R iff > is an acyclic binary relation on R such that > is a subset
of Rp × Rpd. We read r1 > r2 as r1 beats r2, or r2 is beaten by r1. Notice that
strict rules never beat, and are never beaten by, any rule. Also defeater rules
never beat any rule. Let R[l; s] = {t ∈ R[l] : t > s} be the set of all rules in R
with consequent l that beat s.
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A plausible description of a situation is a 4-tuple PD = (Ax , Rp, Rd, >) such
that PD1, PD2, PD3, and PD4 all hold.
(PD1) Ax is a set of contingent clauses.
(PD2) Rp is a set of plausible rules.
(PD3) Rd is a set of defeater rules.
(PD4) > is a priority relation on Rpd.
The clauses in Ax , called axioms, characterise the aspects of the situation that
are certain. The set of strict rules, Rs, is defined by Rs = {∼(L−{l})→ l : l ∈ L
and

∨
L ∈ Ax}. Define R = Rs∪Rp∪Rd to be the set of rules generated from PD .

The ordered pair (R,>) is called a plausible theory. If T = (R,>) is a plausible
theory then Ax(T ) = {

∨
({c(r)} ∪ ∼A(r)) : r ∈ Rs} is the set of axioms from

which Rs was generated.
Let S be a set of clauses. A clause Cn is resolution-derivable from S iff there is

a finite sequence of clauses C1, . . . , Cn such that for each i in [1..n], either Ci ∈ S
or Ci is the resolvent of two preceding clauses. The sequence C1, . . . , Cn is called
a resolution-derivation of Cn from S. The set of all clauses which are resolution-
derivable from S is denoted by Res(S). Define Rsn(S) = Res(S)− {

∨
{}} to be

the set of all non-empty clauses in Res(S).
Let S be a set of sets. Define the set of minimal elements of S, Min(S),

to be the set of minimal elements of the partially ordered set (S,⊆). That is,
Min(S) = {Y ∈ S : if X ⊂ Y then X /∈ S}.

Let R be the set of rules generated from some plausible description
(Ax , Rp, Rd, >). Define Inc(R) = {∼L :

∨
L ∈ Rsn(Ax ) ∪ {

∨
{k,∼k} : k ∈

c(R)}} to be the set of non-empty sets of literals which are inconsistent with R.
Define Inc(R, l) = Min({I − {l} : I ∈ Inc(R) and l ∈ I}). Each member of
Inc(R, l) is a minimal set of literals which is inconsistent with l. Since Ax is
finite and R is finite, Res(Ax), Rsn(Ax), Inc(R), and Inc(R, l) are finite.

Cnf-formulas can be proved at three different levels of certainty or confidence.
The definite level, indicated by δ, is like classical monotonic proof in that more
information cannot defeat a previous proof. If a formula is proved definitely then
one should behave as if it is true. Proof at the general [respectively, plausible]
level, indicated by γ [respectively, π], is non-monotonic and propagates [respec-
tively, blocks] ambiguity. If a formula is proved at the general or plausible level
then one should behave as if it is true, even though it may turn out to be false.

It is sometimes necessary to prove that a cnf-formula is impossible to prove.
To signify the six possible cases of proof we use the following tags : +δ, −δ, +γ,
−γ, +π, −π. If α ∈ {δ, γ, π} then +αf indicates f is proved at the α level,
and −αf indicates that we have proved that +αf is impossible prove. A tagged
formula is a formula preceded by a tag; so all tagged formulas have the form
±αf where ± ∈ {+,−}, α ∈ {δ, γ, π}, and f is a formula.

In the following inference conditions, P = (P (1), . . . , P (|P |)) is a finite se-
quence, (R,>) is a plausible theory, C is a non-singleton set of clauses, L is a
non-singleton set of literals, l is a literal, and α ∈ {δ, γ, π}.



Constructive Plausible Logic Is Relatively Consistent 959

+
∧

) If P (i + 1) = +α
∧
C then ∀c ∈ C, +αc ∈ P [1..i].

−
∧

) If P (i + 1) = −α
∧
C then ∃c ∈ C, −αc ∈ P [1..i].

+
∨

) If P (i + 1) = +α
∨
L then ∃l ∈ L, +αl ∈ P [1..i].

−
∨

) If P (i + 1) = −α
∨
L then ∀l ∈ L, −αl ∈ P [1..i].

+L) If P (i + 1) = +αl then either
.1) ∃r ∈ Rs[l],+α

∧
A(r) ∈ P [1..i]; or

.2) both
.1) α ∈ {γ, π} and ∃r ∈ Rp[l],+α

∧
A(r) ∈ P [1..i], and

.2) ∀J ∈ Inc(R, l) ∃j ∈ J ∀s ∈ R[j] either
.1) ∃t ∈ Rp[l; s],+α

∧
A(t) ∈ P [1..i]; or

.2) A(s) �= {} and +α∼
∧
A(s) ∈ P [1..i]; or

.3) α = π and −π
∧
A(s) ∈ P [1..i].

−L) If P (i + 1) = −αl then
.1) ∀r ∈ Rs[l],−α

∧
A(r) ∈ P [1..i], and

.2) either
.1) α = δ or ∀r ∈ Rp[l],−α

∧
A(r) ∈ P [1..i]; or

.2) ∃J ∈ Inc(R, l) ∀j ∈ J ∃s ∈ R[j] such that
.1) ∀t ∈ Rp[l; s],−α

∧
A(t) ∈ P [1..i], and

.2) A(s) = {} or −α∼
∧
A(s) ∈ P [1..i], and

.3) α = γ or +π
∧
A(s) ∈ P [1..i].

Let T be a plausible theory. A formal proof or T -derivation P is a finite
sequence, P = (P (1), . . . , P (|P |)), of tagged cnf-formulas such that for all i in
[0..|P |−1] all the inference conditions hold. So () is a T -derivation. If the plausible
theory T is known or is irrelevant then we often abbreviate T -derivation to just
derivation. Each element ±αf of a derivation is called a line of the derivation.

First notice that the inference conditions are paired, one positive and one
negative. The negative one is just the strong negation of the positive one. That
is, the negative condition is obtained by negating the positive condition and then
replacing +X /∈ P [1..i] by −X ∈ P [1..i], and −X /∈ P [1..i] by +X ∈ P [1..i]. So
only the positive inference conditions need explaining. +

∧
says that to prove

a conjunction at level α, all the conjuncts must have been proved at level α
previously. +

∨
says that to prove a disjunction at level α, at least one of the

disjuncts must have been proved at level α previously. This is just the definition
of constructive disjunction.

+L shows how to prove a literal l at level α. +L.1 says that if the conjunction
of the antecedent of a strict rule has been previously proved at level α, then its
consequent can be added to the derivation. +L.1 is just modus ponens for strict
rules. +L.2.1 says that +L.1 is the only way to prove a literal at level δ. Hence
proof at level δ only uses strict rules, which were generated from the axioms.

+L.2 gives another way of proving a literal at the defeasible levels. +L.2.1
says there must be some evidence for the literal, and +L.2.2 says that all the
evidence against the literal must be defeated. +L.2.1 is similar to +L.1 but
with plausible rules replacing strict rules. +L.2.2 says that every set of literals
which is inconsistent with l must contain an element j such that every rule s
supporting j is defeated. Among other things this ensures that j cannot be
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proved at a defeasible level. +L.2.2.1, +L.2.2.2, and +L.2.2.3 give the three
ways in which a rule can be defeated. +L.2.2.1 says that s is beaten by an
applicable plausible rule, t, which supports l. +L.2.2.2 says that the antecedent
of s is not empty and that the complement of the conjunction of the antecedent
of s has previously been proved. +L.2.2.3 gives the π level an alternative way to
defeat s, which is not available at the γ level. This is the only difference between
these two defeasible levels. +L.2.2.3 says that at the π level the conjunction of
the antecedent of s has previously been proved to be not provable.

The notation T ( ±αf means that ±αf is in a T -derivation. If α ∈ {δ, γ, π}
then we define T (+α) = {f : T ( +αf} and T (−α) = {f : T ( −αf}. A
constructive plausible logic consists of a plausible theory and the inference con-
ditions.

3 Results

This section contains some of the results which have been proved for Constructive
Plausible Logic. The proofs of these and other results are in Billington [3].

Since a negative tag means that the corresponding positively tagged formula
has been proved to be unprovable, it would be reassuring to know that the same
formula cannot have both a positive and a negative tag. This property, called
coherence, is proved in the first result.

Intuitively an ambiguity propagating proof procedure should be more reliable
than an ambiguity blocking proof procedure. This is because in an ambiguity
propagating proof procedure more evidence is required to defeat an attack than
in an ambiguity blocking proof procedure. So it would be good to know that every
formula that can be proved at the δ level (using only infallible information) can
be proved at the γ level (which is ambiguity propagating), and every formula
that can be proved at the γ level can be proved at the π level (which is ambiguity
blocking). This hierarchy is established in the first result, as is a corresponding
hierarchy for the negative tags.

Theorem 1 (Coherence and Hierarchy).
Let T be a plausible theory and suppose α ∈ {δ, γ, π}.
(1) (Coherence) T (+α) ∩ T (−α) = {}.
(2) (Hierarchy) T (+δ) ⊆ T (+γ) ⊆ T (+π), and T (−π) ⊆ T (−γ) ⊆ T (−δ).
End

Sets in Inc(R) are inconsistent with the rules in R. So it would be nice to show
that it is not possible to prove every element of a set in Inc(R). Unfortunately
it is possible to prove every element of a set in Inc(R), but only if the axioms
were inconsistent. This is what lemma 3 says. To help prove lemma 3, we need
lemma 2 which shows that if every element of a set in Inc(R) is proved then the
fault is confined to just the strict rules (which were derived from the axioms).

Lemma 2 (Inconsistency Needs Strict Rules).
Suppose T = (R,>) is a plausible theory, I ∈ Inc(R), and α ∈ {δ, γ, π}. Let P
be a T -derivation such that for all l ∈ I, +αl ∈ P . Then either
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1. for all l ∈ I, +L.2 fails, and so +L.1 holds; or
2. α ∈ {γ, π} and there exists a literal k such that +αk and +α∼k are in

a proper prefix of P .

End

Let T be a plausible theory and F be a set of cnf-formulas. Define F−∧ =
{c :

∧
C ∈ F and c ∈ C}. Then F is consistent [respectively, T -consistent ]

iff
∨
{} /∈ Res(F−∧) [respectively,

∨
{} /∈ Res(F−∧ ∪ Ax(T ))]. So T -consistent

means consistent with the axioms of T . F is inconsistent iff F is not consistent.
Since Res(F−∧) ⊆ Res(F−∧ ∪Ax(T )), if F is T -consistent then F is consis-

tent. The converse is not always true. Consider the following counter-example.
Let Ax(T ) = {

∨
{a, b}}, and F = F−∧ = {¬a,¬b}. Then F is consistent but F

is not T -consistent.

Lemma 3 (Relative Consistency for Members of Inc(R)).
Suppose T = (R,>) is a plausible theory and α ∈ {δ, γ, π}. If I ∈ Inc(R)
and there is a T -derivation P such that for all l ∈ I, +αl ∈ P then Ax (T ) is
inconsistent.
End

Consider the following property. If two clauses can be proved then their
resolvent (if it exists) can be proved. At least some variation of this “resolution
property” seems to be necessary for relative consistency to be proved. Hence a
resolution property is not only a useful result by itself, but also highly important.
The exact form of the resolution property which Constructive Plausible Logic
satisfies is given in lemma 4.

Lemma 4 (Resolution Property).
Suppose T is a plausible theory and α ∈ {δ, γ, π}. Let L and M be two sets of
literals and let l be a literal. If

∨
(L ∪ {l}) ∈ T (+α) and

∨
(M ∪ {∼l}) ∈ T (+α)

then either
∨

(L ∪M) ∈ T (+α) or {l,∼l} ⊆ T (+α).
End

We would like to show that the set of all proved formulas was consistent.
Unfortunately this is not true, because if the axioms are inconsistent then the
set of all proved formulas may also be inconsistent. Our final result shows that if
the axioms are consistent then the set of all proved formulas is not only consistent
but also consistent with the axioms.

Theorem 5 (Relative Consistency).
If T is a plausible theory and α ∈ {δ, γ, π} then T (+α) is T -consistent iff Ax(T )
is consistent.

Proof.
To prove this theorem we shall need the definition of a subclause and a technical
lemma, Lemma TL, concerning only classical propositional resolution.

If
∨
L and

∨
M are two clauses then

∨
L is a subclause of

∨
M iff L ⊆M .
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Lemma TL.
Let S and S∗ be two sets of clauses. Let L and X be two sets of literals.

1. If S ⊆ S∗ then Res(S) ⊆ Res(S∗), and Rsn(S) ⊆ Rsn(S∗).
2. If every clause in S∗ has a subclause in S then every clause in Res(S∗) has

a subclause in Res(S).
3. If

∨
X ∈ Res(S ∪L) and

∨
X /∈ Res(L), then there is a finite subset K of L

such that
∨

(X ∪∼K) ∈ Res(S), and X ∩∼K = {}.

EndTL

Let Ax = Ax(T ). Then Ax−∧ = Ax , and T (+α)−∧ = T (+α)−{
∧
C :

∧
C ∈

T (+α) and |C| �= 1}. By lemma TL(1), Res(Ax) ⊆ Res(T (+α)−∧ ∪ Ax), so if
T (+α) is T -consistent then Ax is consistent.

Conversely, suppose T (+α) is not T -consistent. Then
∨
{} ∈ Res(T (+α)−∧∪

Ax). Let T = (R,>). If there is a literal l such that {l,∼l} ⊆ T (+α)−∧,
then {l,∼l} ∈ Inc(R), and so by lemma 3, Ax is inconsistent. So sup-
pose there is no literal l such that {l,∼l} ⊆ T (+α)−∧. By lemma 4,
Rsn(T (+α)−∧) = T (+α)−∧. If

∨
{} ∈ Res(T (+α)−∧) then there is a lit-

eral k such that {k,∼k} ⊆ Rsn(T (+α)−∧), and hence {k,∼k} ⊆ T (+α)−∧.
So suppose

∨
{} /∈ Res(T (+α)−∧). Let L be the set of all literals in T (+α).

Then L ⊆ T (+α)−∧, and so by lemma TL(1),
∨
{} /∈ Res(L). By +

∨
, every

clause in T (+α)−∧ ∪ Ax has a subclause in L ∪ Ax , and so by lemma TL(2),
every clause in Res(T (+α)−∧ ∪ Ax) has a subclause in Res(L ∪ Ax). Hence∨
{} ∈ Res(L ∪ Ax). By lemma TL(3), there is a finite subset K of L such that∨
(∼K) ∈ Res(Ax ). If ∼K = {} then Ax is inconsistent. So suppose ∼K is

not empty. Then
∨

(∼K) ∈ Rsn(Ax) and so K ∈ Inc(R). By lemma 3, Ax is
inconsistent.
EndProof5

4 Implementation

Constructive Plausible Logic has been implemented as a tool, CPL, that at-
tempts the proofs of tagged formulas. The tool is written in literate Haskell, and
is fully listed and documented in Rock [9]. It is implemented in a manner empha-
sising correctness and simplicity, similar to that of previous versions of Plausible
Logic [4, 8], and Defeasible Logic [5, 7], but does not at present contain as many
speed optimisations to cope with hundreds of thousands of rules, and is simpler
to use. It could be extended with more usage options and optimisations to match
the previous systems. It presently consists of about 1300 logical lines of code,
compared to 5000 for the previous implementation of Plausible Logic [8].

To demonstrate the tool, the following reasoning puzzle will be used. We know
for certain that Hans is a native speaker of Pennsylvania-Dutch, nspd , that native
speakers of Pennsylvania-Dutch are native speakers of German, nspd → nsg or∨
{¬nspd , nsg}, and that persons born in Pennsylvania are born in the United

States of America, bp → busa or
∨
{¬bp, busa}. We also know that usually native
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/* file: PennDutch.d

purpose: Generalised competitors. */

% plausible description:

nspd.

\/{~nspd, nsg}.

\/{~bp, busa}.

R1: nsg =>~busa.

R2: nspd => bp.

R2 > R1.

% the requested proofs:

output{+d busa}. output{+g busa}. output{+p busa}.

output{-d busa}. output{-g busa}. output{-p busa}.

output{+d~busa}. output{+g~busa}. output{+p~busa}.

output{-d~busa}. output{-g~busa}. output{-p~busa}.

output{+d bp}. output{+g bp}. output{+p bp}.

output{-d bp}. output{-g bp}. output{-p bp}.

output{+d~bp}. output{+g~bp}. output{+p~bp}.

output{-d~bp}. output{-g~bp}. output{-p~bp}.

Fig. 1. CPL input file containing the Pennsylvania-Dutch plausible description
and requests to output specific proofs

speakers of German are not born in the United States, nsg ⇒ ¬busa, but that
usually native speakers of Pennsylvania-Dutch are born in Pennsylvania, nspd ⇒
bp. The latter rule, being more specific, should take priority over the former.
These axioms, plausible rules and the priority form a plausible description.

nspd∨
{¬nspd , nsg}∨
{¬bp, busa}

r1: nsg ⇒ ¬busa
r2: nspd ⇒ bp

r2 > r1

We would like to know whether we can conclude that Hans was born in the USA.
Figure 1 shows the plausible description coded for input to the CPL tool.

∨
is

approximated by \/. %, /* and */ delimit comments as in Prolog. The input
includes output directives to request proofs of tagged formulas. In these d, g
and p stand for δ, γ and π respectively.

The CPL tool prints traces for all of the requested proofs and a summary
table of the results. The trace of the proof of +πbusa is listed in Figure 2. The
trace starts with the tagged formulas to be proved, the goal. Each line of each
inference rule used is indicated by printing the label for that line, e.g. +L.1 for
line +L.1, and -/\ for line −

∧
. As variables scoped by ∀ and ∃ are instantiated

their values are printed. The attempted proofs of subgoals are printed indented.
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To Prove: +p busa

. +L.1

. r = {bp} -> busa

. To Prove: +p bp

. . +L.1

. . +L.2.1

. . r = R2: {nspd} => bp

. . To Prove: +p nspd

. . . +L.1

. . . r = {} -> nspd

. . . To Prove: +p /\{}

. . . . +/\

. . . Proved: +p /\{}

. . Proved: +p nspd

. . +L.2.2

. . J = [~busa]

. . j =~busa

. . s = R1: {nsg} =>~busa

. . +L.2.2.1

. . t = R2: {nspd} => bp

. . Proved previously: +p nspd

. . J = [~bp]

. . j =~bp

. . s = {~busa} ->~bp

. . +L.2.2.1

. . +L.2.2.2

. . Loop detected: +p busa

. . +L.2.2.3

. . To Prove: -p~busa

. . . -L.1

. . . -L.2.1

. . . r = R1: {nsg} =>~busa

. . . To Prove: -p nsg

. . . . -L.1

. . . . r = {nspd} -> nsg

. . . . To Prove: -p nspd

. . . . . -L.1

. . . . . r = {} -> nspd

. . . . . To Prove: -p /\{}

. . . . . . -/\

. . . . . Not proved: -p /\{}

. . . . Not proved: -p nspd

. . . Not proved: -p nsg

. . . -L.2.2

. . . J = [bp]

. . . j = bp

. . . s = R2: {nspd} => bp

. . . -L.2.2.1

. . . -L.2.2.2

. . . To Prove: -p~nspd

. . . . -L.1

. . . . r = {~nsg} ->~nspd

. . . . To Prove: -p~nsg

. . . . . -L.1

. . . . . -L.2.1

. . . . Proved: -p~nsg

. . . . -L.2.1

. . . Proved: -p~nspd

. . . -L.2.2.3

. . . Proved previously: +p nspd

. . Proved: -p~busa

. Proved: +p bp

Proved: +p busa

Goal count = 10

Fig. 2. CPL trace of the proof +πbusa

Duplicated proofs of subgoals are avoided by maintaining a history of prior
results of attempted proofs. This same history is used to detect loops, where
a goal generates itself as a subgoal. Where a loop is detected the proof must be
achieved by an alternate path if possible. The trace ends with a count of the
goals and subgoals, a measure of the effort required for that proof.

5 Conclusion

A constructive Plausible Logic has been defined and explained and implemented.
This is the first Plausible Logic which has been proved to be relatively consistent,
an important property ensuring that the non-monotonic deduction mechanism
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is trustworthy. It also has the desirable properties of coherence, hierarchy, and
resolution. Moreover its ambiguity propagating proof algorithm is simpler than
the one in Billington and Rock [4]. Its implementation has been at least as
straightforward and efficient as its predecessors.

In the past many Plausible Logics have been defined with a non-constructive
disjunction, and then the proof of relative consistency has been attempted. In
every case the attempt has failed. But now we can start with this constructive
Plausible Logic and try to generalise the disjunction while maintaining relative
consistency. Antoniou and Billington [1] showed that an ambiguity propagating
version of Defeasible Logic could be embedded into Default Logic with Priori-
ties. An attempt to embed an ambiguity propagating version of the Plausible
Logic of Billington and Rock [4] into Default Logic with Priorities failed because
the relative consistency of that Plausible Logic could not be proved. Now that
constructive Plausible Logic is relatively consistent it is worthwhile to see if it
can be embedded into Default Logic with Priorities.
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Abstract. Search algorithms in formal verification invariably suffer
from combinational explosions in the number of states as complexity
increases. One approach to alleviate this problem is to use symbolic data
structures called BDDs (Binary Decision Diagrams). BDDs represent
sets of states as Boolean expressions, which makes them ideal data
structures for problems in AI and verification with large state spaces.
In this paper we demonstrate a BDD-based A∗algorithm, and compare
the performance of A∗ with this algorithm using heuristics that have
varying levels of informedness. We find that contrary to expectation,
the BDD-based algorithm is not faster in certain circumstances, namely
if the heuristic is strong. In this case, A∗ can be faster and will use a lot
less memory. Only if the heuristic is weak will the BDD-based algorithm
be faster, but even in this case, it will require substantially more
memory than A∗. In short, a symbolic approach only pays dividends if
the heuristic is weak, and this will have an associated memory penalty.
We base our performance comparisons on the well-known sliding tile
puzzle benchmark.

Keywords: Heuristic search, shortest path, binary decision diagrams.

1 Introduction

Heuristic search methods have been employed to solve a variety of problems
in areas such as AI planning, problem-solving tasks and recently bug-finding in
verification domain. The heuristic search algorithm A∗ in particular has been the
subject of much research. However, it has long been known that the usefulness
of A∗ is handicapped by the fact that it processes the states of the system indi-
vidually. As most real-world problems have enormous state spaces, A∗ is often
not able to cope.

Research into making A∗ more efficient for problems with large state spaces
has resulted in a number of variations of the algorithm. One body of research [1,
2, 3, 4] improves efficiency by modifying A∗ to construct a linear search tree. In
other work [5, 6, 7], the search tree is pruned to reduce its size. Since the late
1980s, however, the most favoured technique for handling the large sets of states
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has involved the use of Binary Decision Diagrams (BDDs). Introduced by Byrant
in 1986 [8], a BDD is a data structure for the purpose of graphical management of
Boolean functions. Due to their abilities to efficiently represent and process sets
of states, BDDs were then developed for the purposes of formal verification [9, 10,
11] and have been successfully implemented in symbolic model checking to avoid
the so-called “state explosion” problem [12]. BDDs are efficient because they
represent sets of states as Boolean expressions, so computing successor states
involves simple Boolean operations on these expressions. We omit the details of
BDDs in this paper and interested readers may refer to [8, 13, 14, 15, 16].

The first study of BDD-based A∗ algorithm was called BDDA∗ [17, 18]. More
recently in [19, 20], another two variants, ADDA∗ and setA∗ respectively, have
been proposed. Although they are all variants of the conventional A∗ algorithm
representing state space using decision diagrams, they use different Open set im-
plementation and heuristic representation. Surprisingly, BDDA∗ and ADDA∗ do
not seem to include mechanisms to record path information, therefore they can
only be used to find the optimal search length of the goal given the heuristic
is admissible. While these algorithms were tested in [17, 18, 19, 20], no per-
formance comparison was made between the explicit-state A∗ and BDD-based
A∗ algorithms when directed by different heuristics. We believe that the nature
of the heuristic is crucial to the performance of the (BDD-based) algorithm, but
in the above work, this aspect is generally ignored. Other very recent work, for
example in [21, 22, 23], has investigated a variety of heuristics in a different
setting. In particular, Groce et al. [21, 22] is concerned with Java software ver-
ification and uses a testing-based structural heuristic as well as others. In an
attempt to applying heuristic search in process verification, Santone [23] devel-
ops inductive heuristic functions to evaluate each state in processes specified
by CCS (Calculus for Communicating Systems). In this work, we use a similar
approach to BDDA∗, ADDA∗ and setA∗, but additionally experiment with the
role of the heuristic in the performance of the search algorithm. As such, our
work falls in between the BDDA∗-ADDA∗-setA∗ work described above, and the
work of Groce and Santone [21, 22, 23].

The rest of the paper is organised as follows: in Section 2 we show our ver-
sion of BDD-based A∗ algorithm, called SA∗ (for symbolic A∗), and demonstrate
a trivial marker example using our algorithm. In section 3, we apply SA∗ to the
sliding tile puzzle and the results of a number of experiments comparing the
conventional A∗ and BDD-based A∗ algorithms are presented as well. Finally, in
Section 4 we present our conclusions.

2 Symbolic A∗ Algorithm

Modifying the A∗ algorithm to use BDDs for its data structures requires the
states of the system to be encoded as a Boolean function, called the character-
istic function. We also need to compute the successor states (and hence a new
characteristic function) using a Boolean function, called the transition function.
Both functions can be represented as BDDs. As the BDD-based algorithm does
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Procedure SA∗ (TP,HP, CFstart, CFgoal)
1 Open.push() ← (0, hstart, CFstart)
2 while (Open 
= φ)
3 (g, h, CF ) ← Open.pop()
4 if (CF ∧ CFgoal 
= False)
5 return SUCCESS
6 Closed.push() ← (g,CF )
7 for i = 0 to | TP | −1
8 CFnext ← (∃x(CF ∧ TP (i)))[x′/x]
9 if (CFnext 
= False)
10 for j = 0 to |HP | −1
11 CFtmp ← (CFnext ∧ HP (j))
12 if (CFtmp 
= False)
13 g ← g + Cost(TP (i))
14 h ← Heu(HP (j))
15 Open.push() ← (g, h, CFtmp)
16 Open.union()
17 if (Open = φ) then NoGoalExists

Fig. 1. The symbolic A∗ algorithm

not use the explicit states but a symbolic representation of these states in the
form of Boolean functions, it can be referred to as the symbolic A∗ algorithm,
which we will refer to as SA∗. The SA∗ algorithm is shown in Figure 1.
The SA∗ algorithm has 4 input parameters:

TP The transition partition TP is partitioned according to the cost of a tran-
sition. The technique of partitioning the transition function has been widely
used in symbolic model checking area and allows large transition rela-
tions, which cannot be manipulated as a single BDD, to be handled in-
crementally [20]. The ith partition of the relation is referred to by TP(i).
Cost(TP(i)) is the cost of moving from state to state in the relation.

HP The heuristic partition HP partitions the states into sets that have equal
heuristic cost. Note that such partition may be non-trivial to compute for
some cases, but for those problems whose state spaces have high level de-
scription, this can often be easily accomplished. Heu(HP(i)) is the heuristic
value for the ith set of states.

CFstart and CFgoal The characteristic function is denoted by CF. This func-
tion encodes the set of states. The characteristic functions of the start and
goal states comprise the third and fourth parameters of the algorithm.

The initialisation of SA∗ is the same as A∗ except that in SA∗ the start state has
been encoded as the BDD CFstart. The elements in the lists Open and Closed
in SA∗ are not single states, but sets of states nodes containing state BDDs. The
elements in Open are still ordered by the cost f however, where f is the cost of
each of the states represented in the BDD.

The algorithm iterates and test whether the Open list is empty or not: if it
is not empty then the first element in Open is taken. As this element includes
a BDD that may encode many states, we will need to check the conjunction of
this BDD and the goal BDD in order to determine whether the goal has been
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Start
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Fig. 2. The state space of the marker game on a 2× 2 board

reached. If the goal has been found, the path can be extracted from the Closed
list. Otherwise, we compute:

Successors The iteration in line 7 computes the successors of all the states
represented by the BDD CF. The computation (∃x(CF ∧ TP (i)))[x′/x] (in
line 8) is called the relational production. The characteristic function CF
encodes the set of current states. The transition relation TP(i) is a BDD in
which half the variables (denoted by x) encode the current state, and the
other half of the variables (denoted by x′) encode the successor states. To
compute (the BDD of) the successors of CF, we compute the conjunction
of CF and TP(i), and apply existential quantification to the result. As well,
we need to change the names of the variables x′ to x and thereby generate
a BDD for a new characteristic function.

Heuristic Costs The iteration in line 10 computes a new BDD that comprises
the newly generated characteristic function and the heuristic cost. In line 15,
this BDD and the actual and heuristic costs are added to Open.

The operation Open.union() merges all elements in Open that have the same
cost g + h and eliminate those non-optimal paths. Note that, in SA∗, we only
change the way that states are represented and processed. As a result, like A∗,
SA∗ guarantees it will find a least-cost path if the heuristic function is admissible.

Marker Game

We illustrate the computations performed by the SA∗ algorithm by determining
a least-cost path in a simple game that moves a marker on a 2 × 2 board. The
size of the state space in this game is 4, corresponding to the 4 board positions
where the marker can sit. In the start state, the marker is in position (0, 0), in
the goal state it is in position (1, 1). A graph depicting the state space is shown
in Figure 2. Each state (node in the graph) is labeled with the position of the
marker. The marker can move between states along the edges in the graph. The
labels on the edges are the costs of moves, and the labels in parentheses on the
states are the heuristic costs of reaching the goal from that state.

To encode the state space we need 2 Boolean variables, x0, x1. The charac-
teristic function of the start state is CF start = x0 ∧ x1 and of the goal state is
CF goal = x0 ∧ x1. We need 4 variables, x0, x1, x

′
0, x

′
1, to encode the transition

relation. The transition partitions are the following:
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X0 X0 X0 X0

12 = 3 + 9
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"0" Edge

"1" Edge

12 = 3 + 9 16 = 16 + 0 18 = 16 + 2

Fig. 3. The Open BDD after one iteration of state exploration

TP(0)=(x0 ∧ x1 ∧ x′0 ∧ x′1) ∨ (x0 ∧ x1 ∧ x′0 ∧ x′1)
TP(1)=x0 ∧ x1 ∧ x′0 ∧ x′1
TP(2)=x0 ∧ x1 ∧ x′0 ∧ x′1
TP(3)=(x0 ∧ x1 ∧ x′0 ∧ x′1) ∨ (x0 ∧ x1 ∧ x′0 ∧ x′1)

The costs of these 4 partitions are 3, 7, 14 and 16 resp. The heuristic partitions
are:

HP(0)=x0 ∧ x1

HP(1)=x0 ∧ x1

HP(2)=(x0 ∧ x1) ∨ (x0 ∧ x1)
with heuristic values 0, 2 and 9 resp. In the first step of the algorithm, Open is
set to the characteristic function of the start state CFstart, together with its cost
g = 0 and heuristic value h = 9. In the outer for loop iteration, we compute the
successors of the start node using CFnext ← (∃x(CF ∧ TP (i)))[x′/x] for i: 0 to
3. For i = 0 we have:

CF0 ← ∃(x0, x1)(x0 ∧ x1) ∧ ((x0 ∧ x1 ∧ x′0 ∧ x′1) ∨ (x0 ∧ x1 ∧ x′0 ∧ x′1))[x
′/x]

which simplifies to CF0 = x0 ∧ x1. In the inner for loop, we calculate the
heuristic cost of this successor. If j = 2 then ∃x(x0 ∧ x1 ∧HP (2)) is true, so the
heuristic cost h of CF0 is given by Heu(HP (2)) = 9. The actual cost g is given
by Cost(TP (0)) = 3. In line 15 we add (g, h, CF0) to Open. After computing all
the successors of the start node, the Open set looks like:

Successor f = g + h Characteristic Function
0 12 = 3 + 9 CF0 = x0 ∧ x1

1 16 = 16 + 0 CF1 = x0 ∧ x1

2 18 = 16 + 2 CF2 = x0 ∧ x1

and the Open BDD is shown in Figure 3. We pick the element in Open with
minimum f and continue iterating using the while iteration until we find the
goal node.
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3 Sliding-Tile Experiment

To better appreciate the difference in performance between the A∗ and SA∗ al-
gorithms we needed a problem that has a large but solvable state space. The
largest solvable (by A∗) n2 − 1 sliding tile puzzle is the 8-puzzle. This puzzle
consists of a 3 × 3 board and 8 tiles, numbered 1 to 8. Initially the tiles are
placed in some configuration on the board. The aim is to re-arrange the tiles
until some goal configuration is reached, making as few moves as possible.

To illustrate how different heuristics influence the performance of A∗ and
SA∗ algorithm, we apply the search algorithms using 3 different heuristics:

Odd Tiles out of Position The first heuristic we apply is as follows:

h1(n) =
8∑

i=1

{1 if pi �= gi and i is odd
0 otherwise

where pi is the position of tile i in the present configuration and gi is the
position of tile i in the goal configuration.

Tiles out of Position This heuristic is similar to the first one, except we now
consider all tiles. The heuristic can also be expressed as:

h2(n) =
8∑

i=1

{1 if pi �= gi

0 otherwise

where pi and gi have the same meanings as in h1(n).
Manhattan Distance This heuristic can be expressed as:

h3(n) =
8∑

i=1

| pi
x − gi

x | + | pi
y − gi

y |

where pi
x is the x-coordinate of tile i in the present configuration (simi-

larly pi
y), and gi

x is the x-coordinate of tile i in the goal configuration (simi-
larly gi

y). This heuristic computes the number of moves that each tile needs
to make to reach its final position in the goal configuration, assuming there
are no other tiles on the board. It never overestimates the actual number of
moves that will be required.

Note that all 3 heuristics are admissible and therefore an optimal solution is
guaranteed. Moreover, we can say:

h1(n) < h2(n) < h3(n) < h(n)

where h(n) is the minimum real cost from state n to the goal state. The Man-
hattan distance heuristic is of course the strongest heuristic, and the “odd tiles
out of position heuristic” is the weakest one.

The first task is to encode all 9! configurations of the puzzle as a Boolean
vector. Ideally we would like to use only 19 variables (218 < 9! < 219) to encode
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the state space of the puzzle, but such an encoding requires a non-trivial com-
putation. As each square can hold one of 8 tiles, in our implementation, we use
4 Boolean variables to represent one square and the binary assignment to them
encode the tile number in it. For example, if we use x0, x1, x2, x3 to represent
left-upper corner square, x0, x1, x2, x3 means tile number 5 is in that square.
Although this kind of encoding will need more variables, it makes the transition
function much easier to compute.

The next task is to partition the transition and heuristic functions.1 (We
let the cost of a transition (i.e. moving a tile) be constant.) Partitioning the
heuristic function involves grouping all states that have the same cost. Note
that the transition and heuristic functions are computed a priori. In the sliding
tile puzzle, we keep all the transition relation and heuristic partitions in memory
for convenience. In bigger applications, we would not do this as we only need
this information for successor calculation and heuristic cost estimation.

Experimental Results

We used the BDD package CUDD2 in this work. The package contains all stan-
dard BDD operations and reordering functions, as well as a set of statistical
functions that help with experimentation. CUDD was written for symbolic model
checking, and has been integrated with such tools as VIS3 and NuSMV4. The
work was carried out on an Intel PIII 933Hz CPU with 512MB RAM.

We tested 500 randomly generated solvable start configurations of the sliding
tile puzzle. We used the aforementioned heuristics in the test, and we studied
their relative informedness (i.e. the relative strengths of each heuristic), the
effect of clustering in SA∗, the relative speeds of A∗ and SA∗, and their memory
consumption.

The Relative Informedness of Heuristics A heuristic ha is said to be more
informed than heuristic hb if, to find the optimal solution path, the algorithm
directed by ha explores a smaller proportion of the state space than directed
by hb. For each test, we collected the total number of states explored by the
algorithm, and we did this for each of the 3 heuristics5. From the graph in
Figure 4 we can clearly see that when the Manhattan distance heuristic (h3) is
used, the algorithm explores less than 10% of the state space in order to find the
solution path for all 500 different instances of the puzzle, whereas in the case of
the weakest heuristic (h1), the algorithm needs to explore up to 95% of the state
space. Note that the tests are ordered by the results of h1 and this naturally
results in the perfect linear line for h1 in the graph.
1 Partitioning is actually not necessary in the puzzle but we do it for the sake of

generality.
2 http://vlsi.colorado.edu/~fabio/
3 http://vlsi.colorado.edu/~vis/
4 http://nusmv.irst.itc.it/
5 Note that both A∗ and SA∗ explore the same state space proportion if we apply the

same heuristic.
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of Closed list in SA* for all heuristics

Clustering Effects In contrast to A∗, which processes each state individually,
SA∗ processes states in sets, represented as Boolean functions. In our implemen-
tation we cluster those states together that have the same “g + h” cost. The
graphs shown in Figure 5 (a) and (b) illustrate the effect of clustering.

In Figure 5(a) we see that in A∗ the length of the Closed list is linear in the
explored state space, as expected. The reason for this is that A∗ handles the states
explicitly. Note that the length of the curve is dependent on the informedness
of the heuristic, and as described above, indicates the proportion of the search
space that is examined.

In Figure 5(b) we see that for SA∗, the Closed lists are more than 2 or-
ders of magnitude shorter than those in Figure 5(a). This is direct consequence
of clustering. We also see that the Closed lists for the strongest heuristic in
SA∗ (Figure 5(b)) are longest, but also more erratic in behaviour. The weakest
heuristic has the shortest Closed lists and most consistent behaviour.

The reason that the strong heuristic h3 has longest Closed lists is that a well
informed heuristic causes the search algorithm to quickly descend deep into the
search space, and this results in a greater spread of costs (i.e. “g + h”) in the
visited nodes. As the states in the BDDs are clustered by the cost, this greater
spread result in longer Closed lists. Conversely, when the heuristic is weak, the
costs of states are similar, and hence more states can be clustered, and the Closed
list is shorter.
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Performance Comparison of A∗ and SA∗ To understand the performance
difference between the two algorithms directed by different heuristics, we plot
in Figure 6, 7 and 8 the time taken to find the solution for both algorithms
for all 500 different start configurations. The graph in Figure 6 shows the time
consumed by both algorithms for weakest heuristic h1. We order the run times
according to the proportion of the explored state space. A dramatic performance
difference can be observed in the graph when the explored state space is greater
than 20%. To further illustrate the behaviour, we magnify the left-lower corner
of Figure 6. One can see that there is a cross-over at about 7%. A∗ takes less time
to find the goal than SA∗ for all tests less than 7%, and vice versa above 7%.
The graph shown in Figure 7 depicts the performance of A∗ and SA∗ using the
next heuristic, h2. We again magnify the left-lower corner area as we did above.
The performance of both algorithms directed by h2 is similar to the performance
of h1. There again is (or appears to be) a cross-over effect between A∗ and SA∗,
but this time at a slightly lower point close to 6%. The time taken to find the
goal using the third and strongest heuristic is plotted in Figure 8. Note that
both algorithms only need to explore no more than 6% of the state space to find
the goal. This contrasts with 70% for h2, and roughly 95% for h1. Most of the
data in Figure 8 lie in the area less than 3.5%. Though there are just a few data
points above 3.5%, there is still a suggestion of a cross-over at above 5%.

One could expect the time taken to process the nodes in A∗ to be linear as
each element in the Closed list represents one state. In Figures 6, 7 and 8 we
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see however that it is worse than linear for all 3 heuristics. The explanation for
this behaviour lies in the computation of successor nodes: a node is considered
Closed when we have expanded all its successors and added them to the Open
list. The branching factor is the average number of successors for each node that
is visited. As the branching factor in the sliding tile puzzle is approximately 2,
it takes longer than linear time to process the Closed nodes.

In the case of SA∗, we see the behaviour of the processing times for the Closed
nodes in SA∗ is close to linear. Each Closed node in SA∗ is of course a BDD. While
the branching factor in SA∗ and A∗ is of course the same, state space expansion
based on BDD representation is different from the explicit state representation
in A∗. When expanding the new states for the search tree, SA∗ can compute all
successors with just one BDD operation (see line 9 in Figure 1). As well, due to
the clustering effect of SA∗, the number of Closed nodes is often less than those
in A∗. Hence, the linear-like behaviour of SA∗ shows the advantage of combining
sets of states and processing them together. This effect is most pronounced in the
case of a weak heuristic when a large part of the state space must be searched.

For the weakest heuristics (h1 and h2), there can be a performance difference
of 2 orders of magnitude. In the case where either a solution is very close to the
start configuration or the heuristic employed is very strong, however, A∗ outper-
forms SA∗ as depicted by the cross-overs in Figure 6, 7 and 8. So, in the case
of a weak heuristic, provided the goal is very close to the start configuration,
A∗ outperforms SA∗. The reason is that SA∗ needs to manage the operation on
current states, transition relation and heuristic partitions 6, which all involve
possibly complicated BDDs. If the heuristic employed is very strong, SA∗ has
almost no advantage over A∗ although for a few tests SA∗ runs faster than A∗.
This behaviour is direct consequence of the fact that only a small part of the
state space is searched.

Memory Consumption We have compared the memory consumption of
A∗ and SA∗ for each of the 3 heuristics. The results are shown in Figure 9(a),
(b) and (c). Note that we have opted to keep the scales the same for each of the
6 The time taken to compute the transition relation BDD and heuristic partition BDDs

has not been taken into account since they are computed a priori
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3 heuristics to illustrate the disparity in the proportion of state space that is
explored. Each graph does however contains 500 data points. One could expect
that SA∗ should consume less memory than A∗ due to the compact data struc-
ture (BDDs) employed. This is not the case however. As shown in the 3 graphs,
A∗ always consumes less memory than SA∗, by a factor of about one order of
magnitude. The reason for this difference is not clear. While a BDD node in SA∗

can be represented by fewer bytes than an explicit node in A∗, there are many
more BDD nodes than explicit nodes. Furthermore, A∗ computes the successors
and heuristic values on-the-fly whereas SA∗ needs to keep a transition-relation
BDD and a number of heuristic-partition BDDs in memory for the purpose of
expanding the search space. Note that it seems that there is no obvious way
to avoid storing these BDDs in memory because once a state is encoded in a
BDD, its relationship with the successors cannot be seen without the transition
relationship.

The memory usage curves for A∗ in Figures 9(a), (b) and (c) show that there
is a linear relationship between the memory consumption and the proportion of
the explored state space. This result is expected because one state means one
node in A∗. In the case of SA∗, however, we observe that for all the heuristics, the
memory consumption increases rapidly at the start but tapers off as the search
paths get longer. Of course, as we noted earlier, in the case of the strongest
heuristics the search paths never get long.

In Figure 9 (a), we observe “steps”, which indicate that the memory con-
sumption remains constant as states are added. This occurs when the states are
similar and have the same cost, and this is characteristic of a weak heuristic
giving rise to more efficient clustering. If the heuristic is strong, new (succes-
sor) states are generally quite different from those in the existing Closed list, or
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have a different cost, so each new state states will impact on the BDD size. In
Figure 9(b) there is still evidence of “steps” but it is less pronounced, and in
Figure 9(c) the “steps” disappear.

4 Conclusions and Future Work

In this work, we have presented a symbolic, BDD-based A∗ algorithm called
SA∗ and described its application to simple puzzles. We have also compared the
performance of this algorithm to a conventional A∗ algorithm, using heuristics
that have varying degrees of informedness.

The experimental results show the ability of SA∗ to cluster sets of states. This
dramatically reduces the number of iterations needed by the algorithm to find an
optimal path. We observe however that the benefit to be gained from clustering
depends on the informedness of the heuristic: the more informed a heuristic
is, the less the impact of clustering. In general, one can expect symmetries in
state configurations will result in more clustering when the heuristic is poorly
informed. We also note that the longer the search path the greater the benefit
from clustering.

The performance comparison between A∗ and SA∗ revealed surprises:

– If only a weak heuristic is available, then SA∗ is faster than A∗.
– If a strong heuristic is available, or the goal happens to be very close to the

start configuration, A∗ is faster than SA∗.

For the sliding tile puzzle, the performance cross-over happens at between 5%-7%
of the explored state space, irrespective of heuristic.

A∗ uses substantially less memory than SA∗, irrespective of the heuristic,
although the proportion of the state space that is searched is much smaller when
the heuristic is well informed of course. In the case of a very weak heuristic the
memory usage of the two algorithms converge, and clustering leads to a step-like
behaviour in the memory usage.

Note that optimisation techniques to condense data or speed up BDD oper-
ations are not studied in this research. A comparison of optimised algorithms
is a next step. We have repeated the experimental work using another BDD
package, called BuDDy7. The same behaviour was observed.

This work has only considered the sliding tile puzzle. We must be very care-
ful extrapolating our results to other applications, but this is also an obvious
next step. This research is a step toward applying AI techniques into formal
verification.

7 http://www.it-c.dk/research/buddy/
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Case Study: A Course Advisor Expert System
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Abstract. This article presents the development of a knowledge-based
expert system for a non-trivial application domain, i.e. selecting a cus-
tomised postgraduate study program from existing- and targeted sets
of skills. Following a customised spiral development paradigm, the paper
describes the problem domain, followed by the concepts and requirements
involved in the expert system design. The main design constraints are
stated and the design decisions are justified in light of the specific task.
Attention is paid to the knowledge representation / acquisition and rule
base design processes. Implementation and deployment are explained,
together with a sample run and result evaluation. Finally, further work
is detailed in light of existing features and limitations of the prototype.

Keywords: Constraints, Expert Systems, Knowledge Acquisition,
Knowledge Representation.

1 Introduction

The changes brought about by the Information and Communication Technology
(ICT) revolution on the human society have also had an impact on the required
set of skills of the workforce. While for the recently qualified professionals basic
ICT knowledge has been built into the education process, the more mature work-
force has to acquire this knowledge separately and in ’backwards compatibility’
mode with their existing skills.

Particularly at higher levels of education, individuals may already possess
some of the required ICT skills. These abilities may exist in the form of tacit
knowledge or formal/informal awareness acquired during past undergraduate
study1 or current professional activity. Typically, this knowledge (although not
structured in a consistent way) has the potential to be reused in the process of
acquiring and formalizing the necessary ICT skills of the individual. Potential
hurdles in the reuse of such existing knowledge are:
– unambiguously eliciting and self-assessing existing knowledge, which assumes

the owner’s awareness of his/her skills (not always trivial);
– devising a flexible learning process to incorporate the identified skills;
– matching a study program to a particular set of existing- and targeted skills.
1 e.g. most engineers have undertaken at least one course of structured programming

during their undergraduate studies.

T.D. Gedeon and L.C.C. Fung (Eds.): AI 2003, LNAI 2903, pp. 1014–1027, 2003.
c© Springer-Verlag Berlin Heidelberg 2003
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This paper illustrates the problem through a case study describing the use of an
expert system to customise the necessary study program for particular sets of
existing- vs. targeted knowledge. The case study is limited to an expert system
prototype, dealing with postgraduate students with a non-IT background who
wish to acquire ICT formal education in an accredited University environment.
For the purpose of this paper, the study program will be called a Conversion
Course2. The system will offer guidance to potential students and to course
designers about the necessary structure of a particular study program.

2 The Problem Domain

The existing Web-based University course description system presents a number
of limitations. Occasionally, erroneous or stale information is provided, which
may lead to misleading students in their enrolments / exams. In addition, the
present system does not verify that a student may enrol in subjects in a way
contradicting the University policies. Finally, the present subject and course
descriptions may be confusing for prospective students3. Such limitations could
adversely affect the image of the teaching institution.

The advisory expert system is intended to provide preliminary assistance and
advice for prospective postgraduates, extracting and inferring the necessary in-
formation from a current knowledge base within a consultation session. This will
provide a customized, realistic assessment of the alternatives, requirements and
expectations for a particular student, and thus help prevent enrolment errors.

In the current teaching system, subjects are considered to be an indivisible
entity, non-customizable, with a fixed number of points awarded on completion.
Thus, prior knowledge covering part of a subject does not benefit a student,
which still has to enrol in the whole subject and be awarded all the subject
points if successful. To enable and support the proposed expert system, the
teaching system should allow subject modularity, with points allocated to sepa-
rately assessed course components.

3 Developing the Expert System

In developing the expert system it is desirable to start with a prototype of the
complete expert system. A prototype can assess the feasibility of a project with-
out full financial or resource commitment and may then be submitted for evalua-
tion to users / stakeholders to obtain their feedback and commitment. User and
host institution acceptance is a multidimensional aspect [15], which ultimately
decides the usefulness of the entire system development effort. The development
2 In this paper it is assumed that subject equals a single study unit (e.g. ’Programming

2’) while course is a collection of subjects leading to the awarding of a degree (e.g.
’Master of Information Technology’).

3 e.g. compulsory/elective subjects, or a particular subject enrolment order for a course
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of the prototype could not be left to the knowledge engineer alone4, as it needs
the knowledge elicitation from at least one domain expert [6] (in this case, a sub-
ject convener).

3.1 Life Cycle Models

Several life cycle paradigms have been considered, such as waterfall, incremental,
linear, spiral, etc [6, 12, 13]. A modified spiral paradigm has been successfully
adopted, observing some guidelines in adding new facts and rules, such as: main-
tain integrity (do not contradict the existing facts and rules), avoid redundancy
(do not represent knowledge already existent in the rule base), prevent scatter-
ing the knowledge over an excessive amount of rules / facts, etc. Thus, a balance
must be struck between the facts’ and rules’ complexity, expressive power and
number5.

3.2 Concepts of the Expert System

The expert system is based on several concepts aiming to improve the subject
selection and education processes. These concepts are modularity of subjects6,
prerequisites and outcomes for subject modules and credit for previous studies.

Hence, the aim is to establish modules within the subjects, having their own
prerequisites, outcomes and credit points awarded on completion. The granu-
larity of (i.e. number of modules within-) a subject must maintain a balance
between flexibility and processing / development time required7.

3.3 User Requirements for the Expert System Prototype

The user will provide a preferred type of occupation (targeted set of skills) and
previous knowledge (potentially usable to satisfy some of the prerequisites for
the modules composing the study program) as requested by the system. The
system will provide a study course to achieve the targeted occupation and may
also suggest corrections if the user skills (as stated) are too limited or too high.

3.4 Design of the Expert System Prototype

System Requirements The system requirements represent a translation of
the user requirements into the system domain8. For this particular case they
may take the form:
4 unless the knowledge engineer was also a domain expert, in which case some method

of triangulation should be employed, e.g. member checking.
5 i.e., a large number of simpler rules vs. fewer, more complex- and expressive rules.
6 subject modules may be inferred e.g. from its syllabus (which may also assist subject

decomposition)
7 a very small number of modules defeats the purpose of decomposing the subjects,

while a large number of modules may require too many resources.
8 the accuracy of this translation should be subsequently validated with the end user.
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– the expert system must rely on the user’s tacit knowledge9;
– modules are seen as objects, having interfaces (in fact, its prerequisites and

outcomes) contained in special lists, further contained within module facts;
– a module prerequisite may be satisfied by at most one outcome, (either of

another module, or declared as ’known’ by the user);
– the consultation starts with a set of initial facts, asserted at run-time accord-

ing to the user’s answers to ’job domain’ and ’job type’ queries. These facts
provide the initial list of unsatisfied prerequisites;

– the system attempts to match these unsatisfied prerequisites (first against
outcomes declared ’known’ by the user, and if unsuccessful, against the ’out-
comes’ lists of the other module facts in the knowledge base;

– when a matching outcome is found for a prerequisite, the module owning the
outcome is marked as ’needed’ and its prerequisites list is then in its turn
scanned for matches with other outcomes. The prerequisite for which the
match has been found is marked ’done’;

– any prerequisites found not to be either declared ’known’ by the user, or not
already satisfied by other modules’ outcomes will trigger additional questions
for the user;

– according to the user’s answers, prerequisites are either marked ’known’ (user
already has the required skill), or added to the unsatisfied prerequisites list;

– the process is repeated until all prerequisites are satisfied - either by other
modules’ outcomes (’done’) or by previous skills of the user (’known’);

– the list of all modules marked as ’needed’ (that the user will need to enrol in) is
printed out10. Note that some special modules (e.g. project) are automatically
added, regardless of the user’s prior knowledge.

System functionality is shown diagrammatically in Fig. 1.

Knowledge Representation and Method of Inference Design decisions
had to be made regarding the formalism to be used in representing the knowl-
edge contained in the teaching system. The type of knowledge to be represented
(namely components of the various courses composing current study programs)
matched the form of a collection of isolated facts, rather than a structured set
of knowledge or a concise theory. Therefore, rules / assertions were preferred to
frames or algorithms in a first decision round [16]. Production rules [21] have
been chosen in preference to logic and semantic nets / frames [19] for being more
suitable for solving design and planning problems [17].

Bottom-up reasoning / inference was decided upon, whereby a starting fact
set (provided by the user) is matched against the conditions of the production
rules in the rule base (constructed upon the policies governing the University
study programs). Bottom-up inference has led to forward chaining as a preferred
model of conflict resolution, with possible prioritisation by assigning production
rules appropriate weights [17].
9 i.e. basic knowledge assumed by a prospective postgraduate student (e.g. Maths) -

as in [5]. Not to be confused with the ’previous knowledge’ stated to the system.
10 depending on the granularity of the subject decomposition, some ’needed’ modules

may have ’bonus’ outcomes (i.e. which do not satisfy any prerequisites).
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Fig. 1. Expert system prototype functionality

Knowledge Acquisition The knowledge acquisition methods chosen for the
prototype have been the questionnaire and structured interview. This decision
owes to several factors, such as prototype size, nature of the problem domain
and availability of domain experts. Questionnaires are well suited to future au-
tomated processing, which benefit the knowledge acquisition process [2]. The
questionnaire and interview designs have acknowledged the gap between the
descriptions of domain specialists (subject conveners) and the resulting compu-
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tational models [4, 18] and the social issues underlying knowledge creation [10]11.
The interview design has loosely followed the COMPASS procedure [23].

Design Constraints Constraints are necessary in order to enable a finite so-
lution to be produced. Examples:
– the outcomes of a module must be distinct;
– two modules may not produce the same outcome: doing so would produce

a redundancy in the teaching structure which needs to be resolved12;
– all the module prerequisites contained in the knowledge base are satisfied by

outcomes of other modules in the base13.
– nil prerequisites for modules are allowed; however, they still require basic grad-

uate knowledge, such as maths, physics, etc (the tacit knowledge previously
mentioned);

– cyclic dependencies between any two modules are disallowed (e.g. if module
A has a prerequisite satisfied by module B, module B must not have a prereq-
uisite satisfied only by module A). Should this situation occur, the offending
modules must be reassessed with regards to their prerequisites / outcomes14;

Further constraints may be added in the developing the expert system, e.g.:
– maximum number of year n modules: may conflict with the concept of a Con-

version Course and limit the flexibility of the expert system;
– maximum number of modules per Semester (the prototype violates this con-

straint). In real life, subjects tend to be equally distributed in all Semesters;
– balanced number of modules in each Semester: see previous.

The Expert System Conceptual Model The knowledge base should contain
facts and rules referring to the prerequisites and outcomes of modules of the
subjects offered in the University15. The facts are either ’fixed’ (such as the
modules information) or run-time asserted (e.g. the user’s answers to the expert
systems’ questions). The inference engine must be chosen to match previous
requirements and design decisions. The user interface, preferably graphical and
integratable with currently and commonly used operating systems and enabling
technology infrastructure (e.g. Internet), would preferably be implemented in
the same language as the inference engine.
11 the questionnaire and the interview structure must take into consideration the cul-

ture(e.g. shared values, beliefs) and policies of the institution hosting the domain
experts and the system.

12 thus this system may be used to identify and eliminate overlapping areas within
different subjects

13 this constraint does not include ’trivial’ prerequisites, i.e. basic knowledge that
a graduate is expected to have. Also, the constraint may be relaxed by accepting
that students satisfy some prerequisites by enrolling outside the teaching institution.

14 this should also be disallowed in real life, since there is no way for a student to enrol
in either of the modules, unless he/she has previous skills covering the prerequisites
of one of the offending modules.

15 supplementary information is also provided, such as semester, credit points, parent
subject, etc. Additional information may also be introduced (e.g. module convenor).
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Fig. 2. Object diagram of the expert system (based on [8])

Fig. 3. UML rule representation

A Unified Modelling Language (UML, [25]) model of the expert system is pre-
sented in Fig. 2. In this figure, the user-expert system interaction occurs through
the user interface, which sends the problem conditions (answers to questions) to
the work area that holds all the temporary data. The inference engine uses the
knowledge base for the rules and fixed facts, and the work area for the dynamic
facts (asserted at run-time). The solution is delivered to the user interface. The
classes shown in the figure will be further specified in the Implementation section.

The Knowledge Base In an UML representation, rules may be represented
as objects, displaying attributes and behaviour as shown in Fig. 3.

The expressiveness of Fig. 3 may be improved by employing UML extension
mechanisms16, such as presented in Fig. 4. In this version, each rule may also
represent the rules that call- and that are called by the rule in question.

3.5 Implementation

The virtual machine hierarchy as described in [10] provides a good guide towards
the expert system prototype implementation. Several web-enabled expert system
16 such custom representations (which in fact create new modelling languages) must

be at least expressed by glossaries and a consistent metamodel, unambiguously de-
scribing the structure of the extended modelling language to the intended audience.
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enrolled in

done

enrolled in (sem., CP ,sub )

needed
known

done to be matched

to be matched
known
needed

Fig. 4. Possible customised rule representation

shells have been considered for the specific problem domain. The shell has to
be matched to the task [14] in order to assist in the knowledge representation
exercise. Most shells impose a particular production rule formalism, chaining
and structure17 to the rule set.

Considering the size of the prototype, the resources available and the problem
domain, the choice has been an expert system shell written in Java (JESS -
The Java Expert System Shell [9]), emulating the CLIPS [11] language, with a
simple pre-made graphical user interface. This solution provides the power of the
CLIPS language and the flexibility of the Java cross-platform concept. Although
the Java AWT (Abstract Window Toolkit) is available in JESS, JConsult [24]
has been preferred as an off-the-shelf basic JESS graphical user interface. The
inference engine is indirectly provided by CLIPS. The CLIPS language uses
forward-chaining and the RETE fast pattern-matching algorithm [7].

Thus, in Fig. 2 the Work Area is the Java applet, the user interface is the
applet’s window, the inference engine is provided by the Java CLIPS implemen-
tation and the knowledge base resides in CLIPS file(s).

The Knowledge Base Implementation JESS, similar to CLIPS (and LISP),
uses the list construct to hold the data. The facts may be asserted manually (i.e.
hardcoded in the knowledge base) or at run-time. They are implemented as lists
containing one or more other lists. Example:

(attribute (type job)(value ”Database Administrator”))

17 or lack thereof - refer e.g. EMYCIN [26]
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Templates are similar to classes and contain models for the facts. Three types
of templates have been used: goal (a special type of fact, used to initialize the
expert system), attribute (a general purpose fact consisting of a type and a value)
and module (a fact type describing the module information). Example:

(deftemplate module ; the module information template, equivalent of a class
(slot name)
(slot CP (type INTEGER))
(slot parent subject)
(slot semester (type INTEGER))
(multislot prerequisites) ; module prerequisites
(multislot outcomes) ; module outcomes

); end deftemplate
A slot declares a field within the template - actually, a list in itself. A multislot

declares a multifield, i.e. a list with more than two members. For example:
(module ; a particular module - the equivalent of an object

(name Query Optimisation Evaluation)
(CP 2)
(parent subject Database Management Systems)
(semester 1)
(prerequisites SQL Data Definition Language Data Storage)
(outcomes Query Optimisation Relational Operators)

); end module
This is a module object example where the prerequisites and outcomes list

both have more than two members. In this way, a variable number of members
may be accomodated within a list without any special requirements.

The rules in the JESS environment take the form if-part => then-part :
(defrule RuleDB1a
(attribute (type job)(value ”Database Administrator”|”Database Designer”))
=>
(printout t ”Databases Knowledge.” crlf crlf

”Do you have Database Architectures knowledge ?|explanatory|
This type of job requires Database Architectures knowledge|yes|no|end”)

(assert (attribute (type Database Architectures) (value (readline))))
); end RuleDB1a
An extensive coverage of the development environment and the user interface

is beyond the scope of this document.

3.6 Testing / Verification: Running a Consultation

The system will initially require a target domain and specific employment op-
portunity (within the chosen domain); this will create the first set of modules
needed. The system will then query the user on previous knowledge usable to
satisfy the prerequisites of this first set of modules. In addition, the system will
seek appropriate modules whose outcomes satisfy the prerequisites in question.

The majority of modules in the knowledge base have non-nil prerequisites.
The system will seek to satisfy all the prerequisites of a module before enrolling
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Fig. 5. The Web-based expert system

the user in that module. This process will occur recursively - i.e. a module with
n prerequisites may require up to (n-k) modules (where k represents outcomes
provided by the user) with outcomes that satisfy those prerequisites. These (n-
k) module(s) may also have p prerequisites that need to be satisfied, and so on.
Every time a new prerequisite is discovered, firstly the user is queried whether
he/she has the knowledge to satisfy it. If not, a suitable outcome of another
module is searched to satisfy the prerequisite. Although this would seem to
create a larger pool of prerequisites each time, in fact many prerequisites are
satisfied by one module, and per total there can be no unsatisfied prerequisites
(meaning that the University caters for all the teaching needs of the student).

At the end of the consultation, the expert system will produce an output
containing: Stated (existing) knowledge, Necessary modules with Parent Subject,
Semester, Credit Points, Project modules (the Conversion Course must include
a 40CP Project) and Total Credit Points necessary for the course18. Boundary
values are as follows: needed CP < 70 - existing knowledge may be overstated;
70 < CP < 105 - Ok.; 105 < CP < 150 - existing knowledge may have been
understated; CP> 150: the envisaged occupation / skills may be unsuitable for
that person (previous knowledge too limited).

A sample run of the expert system for the job of ’Artificial Intelligence Re-
searcher’ (with prior knowledge) has produced the output shown partially in Fig.
6. Note that at this stage there is no mechanism to ensure a balanced distribution
of the modules within the Semesters19.

3.7 Deployment

Figure 5 shows the current method of deployment of the prototype20, which was
deemed appropriate for the restricted initial scope of the problem domain.
18 in a customised Course, the number of total credit points depends on the student’s

prior knowledge.
19 the algorithm for that kind of function involves careful subject planning and further

knowledge elicitation.
20 at the time of writing, the expert system prototype is available for evaluation on

http://www.cit.gu.edu.au/~noran
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Fig. 6. Extract from the Expert system output

3.8 Maintenance / Modification

Deployment is not the end of the spiral development paradigm. In fact, another
spiral, comprising periodic maintenance and updating will be necessary to keep
the knowledge base current. All additions / modifications must preserve the
currently applicable knowledge base constraints and be properly validated [1].
Specialised maintenance constraints21 and querying the reasoning of the expert
system must also be available to the knowledge engineer.
21 e.g. a mechanism to check for unsatisfied prerequisites for modules per total (included

in the prototype).
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4 Further Work on the Prototype and Beyond

Knowledge acquisition has proved to be the major bottleneck in this case study.
Thus, the knowledge elicitation techniques will need to be improved, so as to
shorten the knowledge acquisition turn-around time (e.g. via on-line question-
naires, and automated assessment and knowledge base input). Interview tech-
niques should be selected to support this automation (e.g. [20]). Low-level auto-
mated knowledge acquisition may also be derived from CLIPS [11].

Substantial improvements may be made in the user interface. Also, an algo-
rithm could be implemented to evenly distribute the modules by the semester
they are offered in, together with a mechanism to limit the number of modules
per semester (or else extend the study period).

The download time of the current expert system implementation could also
be shortened by shifting data / input processing on the server side, using servlets
(with user-program interaction occurring either via HTML pages containing e.g.
FORM requests, or through applet / servlet interaction).

Although the presented prototype is reusable and scalable to a certain degree,
a fully featured expert system may have different needs in terms of the set of
development and knowledge acquisition tools [3].

5 Conclusions

This paper has presented the application of an expert system to a non-trivial
problem domain that involves producing a customised study program for post-
graduate students with previous knowledge. The design and implementation
decisions have been highlighted and justified, and sample run results have been
provided. The development and testing of the prototype have validated the con-
cept of a knowledge-based advisory expert system, provided that a set of essential
guidelines are followed and due attention is paid to the knowledge acquisition
process design and implementation. Further details on the design and implemen-
tation of this system are presented in [22].

Similar to other rule-based expert systems, (notably EMYCIN [26]), the ex-
pert system prototype described in this paper may be reused by (1) establishing
that the new problem domain suits the type of design decisions taken for the
current system (e.g. pattern matching, forward chaining, Web enabling, etc) and
(2) replacing the knowledge base with one specific to the new problem domain.
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MML Classification of Music Genres

Adrian C. Bickerstaffe and Enes Makalic �
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Abstract. Inference of musical genre, whilst seemingly innate to the hu-
man mind, remains a challenging task for the machine learning commu-
nity. Online music retrieval and automatic music generation are just two
of many interesting applications that could benefit from such research.
This paper applies four different classification methods to the task of dis-
tinguishing between rock and classical music styles. Each method uses the
Minimum Message Length (MML) principle of statistical inference. The
first, an unsupervised learning tool called Snob, performed very poorly.
Three supervised classification methods, namely decision trees, decision
graphs and neural networks, performed significantly better. The defining
attributes of the two musical genres were found to be pitch mean and
standard deviation, duration mean and standard deviation, along with
counts of distinct pitches and rhythms per piece. Future work includes
testing more attributes for significance, extending the classification to
include more genres (for example, jazz, blues etcetera) and using proba-
bilistic (rather than absolute) genre class assignment. Our research shows
that the distribution of note pitch and duration can indeed distinguish
between significantly different types of music.

1 Introduction

The task of successfully identifying music genres, while trivial for humans, is
difficult to achieve using machine learning techniques. However, applications of
automated music genre recognition are numerous and significant. For example,
a large database of music from unknown sources could be arranged to facilitate
fast searching and retrieval. To illustrate, retrieval of different pieces from the
same genre would become easily possible. Successful models of musical genres
would also be of great interest to musicologists. Discovering the attributes that
define a genre would provide insight to musicians and assist in automatically
generating pieces of a particular style.

Research toward music classification is reasonably well-established. Soltau
et al. developed a music style classifier using a three-layer feedforward neural
network and temporal modelling [1]. The classifier was trained using raw audio
samples from four genres of music: rock, pop, techno and classical. Cilibrasi et
� Author list order determined stochastically.

T.D. Gedeon and L.C.C. Fung (Eds.): AI 2003, LNAI 2903, pp. 1063–1071, 2003.
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Data given hypothesisHypothesis

−log Pr(D|H)−log Pr(H)Length:

Fig. 1. Two-part message

al. developed a general similar measure to build phylogeny trees to cluster mu-
sic [2]. Using a corpus of 118 pieces, their method was successful at distinguishing
between classical, jazz and rock music.

This paper examines the task of distinguishing between two genres which are
obviously different to the human ear - rock music and classical music. Melody,
rather than performance styles of the pieces, was examined. We compared four
Minimum Message Length (MML) based approaches to classification: mixture
modelling, decision trees, decision graphs and neural networks. A wide variety of
attributes were tested for significance and the set of attributes reduced to only
those which appear to contribute to defining the genres.

An overview of MML is given in Section 2 followed by a description of the
four classification tools used (Section 3). Results are discussed in Section 4 whilst
limitations and future work are outlined in Section 5.

2 Overview of MML

Given a set of data, we are often interested in inferring a model responsible for
generating that data. In the context of this paper, we have musical pieces and
wish to infer their genre. MML [3, 4] is a Bayesian framework for statistical
inference and provides an objective function that may be used to estimate the
goodness of an inferred model.

Consider a situation in which a sender wishes to transmit some data to
a receiver over a noiseless transmission channel. The message is transmitted in
two parts (see Fig. 1):

1. an encoding of the model θ, and
2. an encoding of the data given the model, x|θ.

Clearly, there may be many alternative models of a single dataset. Using MML,
the optimal model is selected to be that which minimises the total message length
(for example, in bits). In this way, MML is a quantitative form of Occam’s Razor.

The most commonly used MML approximation is MML87 [4]. The approx-
imation states that the total message length for a model Θ with parameters θ
is:

msgLen (Θ) = − log

(
h(θ)

κ
n/2
n

√
F (θ)

)
− log f(x|θ) +

n

2
(1)
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where h (θ) is the prior probability, f(x|θ) is the likelihood function, n is the
number of parameters, κn/2

n is a dimension constant1 and F (θ) is the determinant
of the expected Fisher information matrix, whose entries (i, j) are:

∑
x∈X

f(x|θ)
∂2

∂θi∂θj
(− log f(x|θ)) . (2)

The expectation is taken over all data x in the dataspace X . The optimal MML87
model is that which minimises the total message length (1).

3 MML Classifiers

Four different classification methods were used in our experiments. A brief sum-
mary of each tool is given below.

3.1 Mixture Modelling

Using mixture models, a single statistical distribution is modelled by a mixture of
other distributions. That is, given S things and a set of attributes for each thing,
a mixture model describes the things as originating from a mixture of T classes.
Snob [3, 5] is a mixture modelling tool to perform unsupervised classification.
Snob allows attributes from Gaussian, discrete multi-state, Poisson and Von
Mises distributions. Some applications of Snob include:

– Circular clustering of protein dihedral angles [6]
– The classification of depression by numerical taxonomy [7]
– Perceptions of family functioning and cancer [8]

3.2 Decision Trees and Decision Graphs

A decision tree [9] is an example of a supervised classification method. Given a set
of things, each comprising independent attributes, decision trees can be used to
infer a dependent attribute (for example, the class to which a thing belongs).
The attributes may be discrete or continuous. For example, the independent
attributes may be gender, height and weight. The dependent attribute could
then be one which poses a question such as ‘plays sport?’. Referring to Fig. 2,
the chance of a male person playing sport is 50

75 . A female person of height 170cm
or more has a probability of 90

102 of playing sport.
The leaves of a decision tree represent the probability distribution of a de-

pendent attribute. Each fork consists of the independent attribute on which to
split and, for continuous attributes, a cut point. Decision graphs [10, 11] are
a generalisation of decision trees allowing multi-way joins in addition to splits
(see Fig. 2). MML provides a method of growing decision trees/graphs that
generalise well.
1 Also called lattice constants. The first two are: κ1 = 1

12
, κ2 = 5

36
√

3
.
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Yes No

Yes No

Yes No

Yes No

Gender

Height

Weight

Male Female

< 170cm >= 170cm

< 60kg >= 60kg

50 25

22 55 15 23

90 12

Plays sport

Plays sport Plays sport

Plays sport

Yes No

Yes No

Yes No

Gender

Height

Weight

Female

< 170cm >= 170cm

< 60kg >= 60kg

22 55 15 23

90 12

Plays sport Plays sport

Plays sport

Male

Fig. 2. An example decision graph (left) and decision tree (right)

3.3 Neural Networks

Neural networks, like decision trees/graphs, are often used for supervised classi-
fication problems. A neural network consists of many simple processing elements
referred to as neurons. Neurons are grouped into logical groups or layers based
on their functionality. A neural network comprises an input layer, zero or more
hidden layers and one output layer.

Perhaps the most popular type of neural network in use today is the Mul-
tilayer Perceptron (MLP). A MLP is a feedforward, fully-connected neural net-
work where each neuron in layer l is connected to each neuron in layer l + 1.
For the purposes of this paper, we are only concerned with single hidden layer
neural networks (see Fig. 3). It has been shown that such networks can model
any continuous function to arbitrary precision provided enough hidden neurons
exist [12].

A neural network must be trained before it may be used for classification.
A large number of training algorithms exist for neural networks of which second-
order methods (for example, Levenberg-Marquardt [13]) are the most popular.
The success of the training process largely depends on the chosen neural network
architecture. We use an MML87 based method for inferring the optimal network
architecture [14]. Previously, neural networks have been used in computer music
research [1], but the experiments of Section 4 are the first to use MML based
neural networks.

4 Results and Discussion

4.1 Attributes

Prior to classification experiments, a variety of musical attributes were tested for
significance. Table 1 describes these attributes. Different sets of attributes were
used in conjunction with decision trees to examine the influence of each attribute
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Input Layer Hidden Layer Output Layer

Gender

Height

Weight

Fig. 3. An example single hidden layer neural network

on genre detection. Second order Markov models of pitch and duration contour
were also implemented. Dissonance, syncopation and melodic direction stability
were originally modelled as quantized five state multinomial distributions. Poor
results using this approach prompted us to remodel these attributes as a single
averaged value per piece.

Clearly, there are a large number of attribute combinations possible. Sub-
sequently, we systematically eliminated all but the most significant attributes.
These are:

– Pitch - mean and standard deviation
– Duration - mean and standard deviation
– Distinct pitch counts
– Distinct rhythm counts

4.2 Corpus

We chose 50 rock songs and 50 classical pieces for classification. All songs were
encoded using the Musical Instrument Digital Interface (MIDI) format. Each
piece was carefully chosen so as to achieve a true representation of the gen-
res. That is, ‘classic’ rock and prominent classical pieces were selected. A com-
plete list of all songs and their composers can be accessed on the web at
http://www.csse.monash.edu.au/~music-nnets/index.html.

The corpus was divided into two sub-corpora - a training set and a valida-
tion set. The training set, consisting of 50 songs, was formed from 25 randomly
selected songs from each genre. The remaining 50 songs were used for validation.

4.3 Mixture Modelling

Snob was the first classification method trialled. The classes found by Snob
were examined to see whether the music genre could be inferred from knowledge
of the class membership. Snob showed poor performance for all sets of test at-
tributes. In each case, no indication of genre dependent classification was shown.
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Table 1. Classification attributes

Attribute name Attribute description

Pitch - mean and standard Gaussian offsets from middle C in
deviation semitones.
Duration - mean and standard Absolute note duration values taken
deviation as real numbers.
Pitch interval - mean Semitone difference between note
and standard deviation pitch (pi − pi−1).
Duration interval - mean Difference between note duration
and standard deviation (di − di−1).
Contour - pitch and duration A trinomial distribution of whether pitch pi

is greater than, equal to or less
than pitch pi−1.

Tempo Microseconds per quarter note.
Dissonance Real value in range [0, 1]

representing the average dissonance.
Syncopation Real value in range [0, 1]

representing the number of notes
which start on the beat and have a
rhythm value of a beat or more,
compared to the total number of beats.

Melodic direction stability Real value in range [0, 1]
representing the ratio between the number of
consecutive pitch steps in the same
direction and the total number of steps.

Note count Modelled with a Poisson distribution
where r is the average note count per part.

Distinct counts - pitch and Modelled with a Poisson distribution
rhythm where r is the average

number of distinct pitches (and rhythms).
Consecutive identical pitches Modelled with a Poisson distribution.
Big jump followed by step back Large semitone jump followed by a pitch.
count jump in the opposite direction.

Modelled with a Poisson distribution.

Unexpectedly, six or more classes were common, often with very uneven class
sizes. These findings indicate that unsupervised classification using Snob is not
suitable for this task.

4.4 Decision Trees and Decision Graphs

With attributes of pitch mean and standard deviation, the decision tree identified
two genres excellently. The leaves were 92% pure with only 4 misclassifications
per genre (see Fig. 4). The misclassifications of rock occur when the average pitch
falls close to middle C. Statistics show that the vast majority of rock songs center
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Pitch mean

4 46 46 4Rock ClassicalClassical Rock

>= −0.937 < −0.937

Fig. 4. Pitch mean decision tree

below middle C. Conversely, classical music appears to have the pitch mean above
middle C. Classical songs with negative pitch mean were misclassified as rock
songs.

Duration mean and standard deviation showed slightly worse results with
a total of 12 misclassifications, six per genre. Here, classification was based upon
the standard deviation rather than the mean itself. Classical pieces featured
a relatively small standard deviation when compared to rock songs.

Distinct pitch and rhythm counts were again slightly worse with a total of
20 misclassifications. The results suggest that the number of distinct pitches for
classical songs is greater than that for rock. This result is somewhat expected
since classical pieces are generally regarded to be more complex than rock songs.

For each of the attribute pairs, the decision graph software produced decision
graphs with no joins (i.e. decision trees). These decision graphs were structurally
identical to those produced by the decision tree software. However, whilst the
same attributes were split on, the cut points of these attributes were different.
When using pitch mean and standard deviation, seven misclassifications resulted
as compared to eight for decision trees. The duration mean and standard devia-
tion attributes produced the same number of misclassifications for decision trees
and decision graphs. Finally, the decision graph software performed better than
the decision tree equivalent, with 18 misclassifications for distinct pitch and
rhythm counts.

4.5 Neural Networks

As with decision trees/graphs, the attributes of pitch mean and standard devi-
ation showed best results. Using MML87, we found that a two hidden neuron
neural network was the optimal architecture for this problem. Only three misclas-
sifications occurred during validation with no misclassifications in the training
stage. This is equivalent to a 97% success rate.

Attributes of duration mean and standard deviation resulted in 12 misclas-
sifications. Eight of these were classical music pieces. A single hidden neuron
network was inferred to be optimal for this test.

Again, distinct pitch and rhythm attributes performed worse than pitch and
duration. A total of 16 misclassifications occurred, equivalent to a success rate
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of 84%. This is four fewer misclassifications than the decision tree model and
two fewer than the decision graph using these attributes.

5 Limitations and Future Work

Although the results presented in Section 4 are promising, several limitations
remain to be addressed. Most prominently, the current classifiers are binary,
and discriminate between two very different genres of music. More interesting
experiments would involve at least four musical genres of varying similarity. For
example, one may use classical, jazz, blues and techno pieces. Here, classical is
likely to be very different to the remaining three genres, yet jazz and blues could
sometimes appear similar. When classifying four or more genres, probabilistic
rather than absolute class assignment is favourable. Genres may overlap, and
the class assignment should reflect this.

A comparison with other non-MML classifiers, such as C5 [15], would be of
interest. Furthermore, there are many more possible attributes to be examined
for significance. The size of the attribute set described in Section 4.1 was simply
limited by time constraints. Obviously, the number of combinations of attributes
increases exponentially with the number of attributes modelled. Finally, a larger
dataset is always desirable for such problems.

6 Conclusion

This paper has compared a variety of musical attributes and used a subset of
these attributes to classify songs from two different genres. Unsupervised clas-
sification using mixture models was shown to be unsuited to the task at hand.
Conversely, decision trees and graphs performed well, at best only misclassifying
eight and seven pieces respectively. MML based neural networks performed bet-
ter still. Using pitch mean and standard deviation, the inferred neural network
exhibited a 97% success rate. Interestingly, the performance of the three at-
tribute pairs tested ranked equally for decision trees, decision graphs and neural
networks. Absolute pitch information was most influential, followed by duration
information, and finally distinct pitch and rhythm counts. Various combinations
of the aforementioned attributes did not improve performance. Our findings are
in keeping with research showing that listeners are particularly sensitive to pitch
distribution and frequency information within cognitive processes [16]. Decision
graphs were seemingly of no advantage to decision trees for this particular ap-
plication.
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